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Abstract

Idioms seem to be restricted in their syntactic flexibility compared to literal phrases, but at the
same time also differ from one another along this metric. This phenomenon, taken to be
characteristic of the fact that idioms combine properties of both lexical items and syntactically
productive structures, has been widely discussed in the linguistic literature. One of the most
prominent accounts is provided by Nunberg et al. (1994), who suggest that it is semantic
decomposability, 1.e. the ability to distribute the figurative meaning of idioms over their parts,
which determines their syntactic flexibility. Later authors have built upon this theory, arguing
that the difference in the behavior of the two classes of idioms should not be accounted for
through positing entities of a fundamentally different type, but rather through the general
semantic restrictions imposed on their constituents by various syntactic operations, which non-

decomposable idioms violate.

In the current study, we examine the applicability of these theories to Hebrew idioms through
a series of three experiments carried out on a set of 16 VP-idioms, 8 decomposable and 8 non-
decomposable, while addressing various methodological issues raised by previous studies.
Each of the three experiments examined the acceptability of these VP-idioms under a different
syntactic manipulation: (1) Pronominalization, (2) Fronting, and (3) Adjectival Modification,
as compared to in their canonical form. To control for possible restrictions on syntactic
flexibility unrelated to figurative meaning, only idioms which support both a literal and a
figurative reading were selected. In each experiment, a set of four sentences was constructed
for each VP-idiom, with the idiom appearing once in its canonical form and once under the
relevant syntactic manipulation, once in a literal context and once in an idiomatic context.
Decomposable and non-decomposable idioms were paired, resulting in a Latin square design
consisting of eight sets of experimental sentences per experiment, assessing the effects of three
factors: Type of Idiom (decomposable vs. non-decomposable), Type of Meaning (literal vs.

idiomatic), and Type of Structure (baseline vs. modified), and the interactions between them.

While non-decomposable idioms were found to be significantly less acceptable overall than
decomposable idioms, our results did not support the claim that non-decomposable are less
syntactically flexible than decomposable idioms — that is, the gap in acceptability between
decomposable and non-decomposable idioms was not found to be significantly larger under
syntactic manipulation than it was in canonical form. Potential implications of this on idiom

storage, interpretation and representation are addressed.



1. Introduction

Idiomatic phrases are multi-word expressions whose figurative meaning is conventionalized as
a unit, and yet whose properties are at the same time indicative of internal syntactic structure.
This duality, which raises fundamental questions for a compositional framework of grammar,
is reflected, among others, in their patterns of syntactic flexibility — on the one hand, idiomatic
phrases have been shown to be less syntactically flexible than non-idiomatic phrases; on the

other hand, idioms exhibit syntactic flexibility, albeit to varying degrees.

This research aims to carry out a systematic examination of the syntactic flexibility of a subset
of Hebrew idioms, in order to try and shed further light on the underlying factors informing it.
Specifically, it focuses on the semantic distinction, originally suggested by Nunberg et al.
(1994), between what are commonly termed decomposable idioms — idioms whose figurative
meaning can be distributed over their parts — and non-decomposable idioms — idioms whose
figurative meaning can only be ascribed to the phrase as a whole — with the former expected,

all things being equal, to be more syntactically flexible than the latter.

Previous studies that have investigated the relationship between idiom decomposability and
syntactic flexibility in languages such as English, Italian and German have found mixed results.
Here, we put Hebrew idioms to the syntactic flexibility test for the first time, incorporating
several modifications to our experimental setup in order to address methodological issues
raised by previous studies, including a revised decomposability classification task, and the use
of idioms allowing for both a literal and a figurative reading in order to control for possible

restrictions on syntactic flexibility unrelated to figurative meaning.

1.1 What we talk about when we talk about idioms

“Idiom” is a pre-theoretic notion, the meaning of which native speakers normally have some
intuitive sense of, yet it is hard to pin down a single theory-neutral definition of what constitutes
an idiom. Prototypical idioms exhibit certain basic properties, but the question of whether these
should be considered defining properties of idioms, and the related demarcational question of

what sorts of phrases should count as idioms, are subject to debate.

For example, the meaning of idioms is generally understood to involve a figurative element,
yet some authors argue that (non-literal) idioms and (literal) collocations should be treated as

one class (e.g., Bruening 2020); meanwhile, non-literal idioms themselves often consist of



literal parts (e.g. miss the boat ~ ‘miss an opportunity’'). Idioms are generally thought of as
multi-word expressions, yet some authors argue that words can also constitute phrasal idioms
(e.g., Marantz 1996). Idioms are generally thought of as lexically fixed units, yet some idioms
allow at least partial lexical substitution (e.g. grasp/clutch/seize at straws). Idioms have also
historically been thought of as non-compositional, yet the idiomatic meaning of some idioms
(i.e., decomposable idioms) can be distributed over their parts, and in that sense is

compositional.

Thus, any theoretical investigation of idioms requires postulating a working definition of
idioms. In this research, I will treat idioms as multilexemic expressions of which at least some
part is non-literal (following Bruening 2020), and whose meaning is conventional, i.e.,
compositionally unpredictable based on the [literal meanings of its constituents (following
Nediger 2017, Horvath & Siloni 2019), but which can be idiomatically compositional.
Idiomatic phrases with substitutable parts, or “idiom families”, are treated as part of the set of

idioms.

1.2 The theoretical study of idioms in Generative Linguistics
The apparent dual nature of idiomatic phrases, namely that they behave in some senses like
lexical items and in other senses like syntactically complex phrases, has rendered them a

subject of interest for generative linguists throughout the years.

Most notably, a common assumption since the early days of generative grammar (e.g., Bach
1974) was that idiom parts must form a contiguous constituent at some stage of the derivation
in order to allow for their semantic interpretation. This rendered them a useful diagnostic for
movement and syntactic structure (e.g., for distinguishing between subject control and raising
constructions in Chomsky 1981, and between ECM and object control constructions in Postal
2004; for relative clause analysis in Vergnaud 1974 and Donati & Cecchetto 2011; and for
dative construction analysis in Larson 1988 and Harley 2002, among others), though this view
has since been challenged by various studies arguing that idioms do not in fact have to form
contiguous lexically-fixed constituents (e.g., Bresnan 1982; Napoli 1992; O’Grady 1998), can
receive interpretation through non-movement dependencies (e.g., Bruening 2015), and can

involve open slots as part of their internal structure (e.g., Mishani-Uval & Siloni 2017).

! Tildes are used instead of equal signs for idiom paraphrases, as we adopt previous authors’ assertion that “no
exact paraphrases of these expressions exist” (Nunberg et al. 1994) and that “idioms cannot be paraphrased
without loss” (Vega-Moreno 2002).



Other studies have examined the question of whether idioms are subject to certain locality
constraints. Specifically, some authors have argued that idioms cannot cross phase boundaries,
namely vP (and in turn, CP), accounting for the so-called “non-agentivity” of idioms (e.g.,
Marantz 1997, Svenonius 2005). Other authors refute this claim, arguing that the scarcity of
agentive idioms is the result of semantic constraints, namely human entities tending not to take
part in the description of abstract situations typical of idioms, rather than syntactic ones (e.g.,
Horvath & Siloni 2016). The fact that idioms can arguably include functional material such as
modals, tense and negation, as well as entire embedded clauses, as part of their fixed material,
has served as further argumentation against locality constraints (e.g., Bruening 2017), with
some authors opting to divide idioms into distinct categories along this dimension (e.g.,

Horvath & Siloni 2019).

The dual nature of idioms has also posed challenges to classical assumptions regarding the
lexicon-syntax interface, and has led to various accounts of how idiom entries are stored and
interact with the syntax. Some theories assume idioms to be stored as one lexical unit, thus
introducing more complex entities into the lexical inventory. These differ in their
conceptualization of what information is encoded in idiom entries: that is, whether their
idiomatic meaning is associated with a string (e.g., Katz & Postal 1966, Fraser 1970), a purely
semantic representation (e.g., Chafe 1968), or a combination of syntactic structure and
phonological information (e.g., Jackendoff 1997, Nediger 2017). Other theories assume
idiomatic meaning to be associated not with the entire idiomatic phrase, but rather with each
ofits components (e.g., Everaert 2010, Bargmann & Sailer 2018) or with its head (e.g., Horvath
& Siloni 2019, Kay & Sag 2014), with co-occurrence or selectional restrictions specifying the

context under which idiomatic interpretation can be achieved.

Proponents of “full idiom storage” argue that specifying co-occurrence or selectional
restrictions for each idiom part leads to unnecessary redundancy (e.g., Jackendoff 1997,
Nediger 2017). Proponents of “componential idiom storage”, on the other hand, claim to
receive support, among others, from the fact that idioms carry over the aspectual properties of
their literal-phrase counterparts (e.g., McGinnis 2002), but the systematicity of such claims has
been disputed by some authors (e.g., Glasbey 2007). Meanwhile, there are also theories that
propose different storage methods for different types of idioms, depending on their behavior
(e.g., Nunberg et al. 1994 for decomposable and non-decomposable idioms; Horvath & Siloni

2019 for phrasal and clausal idioms).



As for the interpretation of idioms, theories which argue in favor of componential idiom storage
generally assume the interpretation mechanisms of idioms to be no different than that of non-
idiomatic structures (e.g., Everaert 2010, Nunberg et al. 1994 for decomposable idioms).
Meanwhile, theories which argue in favor of full idiom storage differ in terms of the
mechanisms by which they conceive idioms to be interpreted (e.g., Semantic Mutation in Chafe
1968; Unification in Jackendoff 1997; Matching in Nediger 2017), as well as the stage at which
they conceive interpretation to take place, depending on the framework (e.g., at the phase level,
under Minimalist assumptions). Within non-lexicalist frameworks, such as Distributed
Morphology, all lexical interpretation, including that below the word level, is conceived of as
idiosyncratic and contextual, and is achieved post-syntactically in the Encyclopedia, where

idiosyncratic information can be stored for units of different sizes (e.g., Marantz 1997).

1.3 Idioms and Syntactic Flexibility

As aforementioned, the dual nature of idioms also seems to be reflected in their patterns of
syntactic flexibility. On the one hand, idioms have been observed to be less syntactically
flexible on average than non-idioms (e.g., Fraser 1970, Nunberg et al. 1994, Wierzba et al.
2023a). On the other hand, idioms undoubtedly exhibit some level of syntactic flexibility — yet

they seem to differ from one another in the types of syntactic modifications they allow.

Preliminary accounts of the variability of idiom flexibility were of a rather stipulative nature.
Weinreich (1969), for example, suggested specifying the “transformational properties” of each
idiom (i.e., which transformations it can undergo) as part of its lexical entry, rendering the
variability in idiom flexibility entirely idiosyncratic. Fraser (1970) suggested a slightly more
systematic account, according to which idioms are arranged along a “frozenness hierarchy”,
with each level of the hierarchy representing a class of transformations, and each idiom
assigned to a certain level and able to undergo any transformation lower on the hierarchy. The
lack of reasoning behind the ordering of transformations, as well as behind the assignment of

idioms to levels, however, left much to be desired in terms of explanatory power.

In an attempt to provide a more principled account, Nunberg et al. (1994) suggested a
distinction between semantically decomposable idioms (which they termed “idiomatically
combining expressions”) and semantically non-decomposable idioms (which they termed
“idiomatic phrases”). The former are defined as “idioms whose parts carry identifiable parts of
their idiomatic meanings”(496), and the latter as idioms “whose idiomatic interpretations

cannot be distributed over their parts”(497). For (a prototypical) example, the idiom spill the



beans is said to be decomposable, as its idiomatic meaning ‘divulge a secret’ can be distributed
over its parts (where spill ~ ‘divulge’ and beans ~ ‘secret’), whereas the idiom kick the bucket
is said to be non-decomposable, as its idiomatic meaning ‘die’ cannot be distributed over its

parts.

Nunberg et al. suggest a strong correlation between decomposability and syntactic flexibility,
with decomposable idioms generally able to undergo syntactic operations to a far greater extent
than their non-decomposable counterparts (e.g., under passivization, “the beans were spilled”
is idiomatically acceptable, but not so “the bucket was kicked”). This, they claim, warrants
fundamentally different representations for the two type of idioms — while the idiomatic
meaning of decomposable idioms is argued to be componentially stored and standardly
composed, non-decomposable idioms are argued to enter the lexicon as entire phrasal
constructions, explaining their lack of flexibility. Furthermore, Nunberg et al. argue that the
syntactic flexibility of various idioms is in fact evidence of their decomposability, as many
syntactic operations should have been semantically blocked had the parts of the idiom not
carried individual meaning (specifically, they address passivization, pronominalization,
topicalization, quantification, relativization and adjectival modification? as examples of such

operations in English).

While Nunberg et al.’s representation of non-decomposable idioms seems to predict they
should not exhibit any syntactic flexibility whatsoever (other than for operations which target
the entire construction rather than its parts), the fact that their analysis also points to a natural
correlation between syntactic flexibility and semantic restrictions imposed on idiom
constituents has led several authors (e.g. Nediger 2017, Bargmann & Sailer 2018, Wierzba et
al. 2023b) to suggest that the inflexibility of non-decomposable idioms could follow
independently from the general semantic restrictions imposed by various syntactic operations,
such as topicalization, passivization, pronominalization and adjectival modification. This line
of thought, which is appealing because it circumvents the need to stipulate a special mode of
storage for non-decomposable idioms, has several implications. First, it could allow non-
decomposable idioms possible flexibility under certain constraints — namely, provided the
syntactic operation in question can be argued to not impose semantic restrictions on idiom

constituents (as hinted at by Nunberg et al. themselves when confronted with counterexamples

2 Following Ernst (1981), they distinguish between internal modification, where the adjective semantically
modifies the DP to which it syntactically attaches; and external modification, where the adjective semantically
modifies the entire idiom despite being syntactically attached to the DP. Only the former type is expected to be
restricted if idiom parts do not carry individual meaning (more on this in Experiment 3).

5



from German in which non-decomposable idioms are shown to allow for object fronting and
verb-second); and second, as the semantic restrictions imposed by syntactic operations are
thought to be general and thus could apply not only to idioms but also to non-idioms, it suggests
that non-idiomatic factors should be controlled for if one is looking to examine the difference

in behavior between idiom types based on their patterns of figurative meaning association.

2. Previous Studies

While various non-experimental studies have argued syntactic flexibility to be linked to
decomposability (e.g., McClure 2011, Hladnik, 2017, Corver et al. 2019), our focus here is on
experimental studies which have examined these effects in a measurable way. Corpus analyses,
which often claim non-decomposable idioms (and idioms in general) to be more flexible than
previously suggested by experimental studies (e.g., Fellbaum 2019, Sheinfux et al. 2019) are
also not detailed here, as the reliability of (often sporadic) attested uses in (often internet)
corpuses as a measure of acceptability have been questioned by generative linguists on grounds
that they can often involve wordplay, and would not necessarily pass a more methodical
psycholinguistic examination. Meanwhile, experiments on the processing behavior of idioms
have reported differences between decomposable and non-decomposable idioms (e.g., Gibbs
& Gonzales 1985, Gibbs et al. 1989), but we focus here specifically on experiments which have
a bearing on our current research, namely those that examine the relationship between idiom
decomposability and syntactic flexibility in terms of acceptability. These have found varying

degrees of correlation between the two properties across several languages.

2.1 Previous Experiments

Gibbs & Nayak (1989) tested the effect of decomposability on syntactic flexibility for several
syntactic operations (present participle, adjectival modification, adverbial modification,
passivization, and action nominalization) in English, and found significant effects for both
Idiom Type and Syntactic Operation, as well as a significant interaction between the two
factors. In their experiment, participants were asked to judge on a 7-point Likert scale how
similar in terms of meaning a syntactically modified V+DP idiom was to a paraphrase of the
idiom presented under the same structure. A similar experiment was then conducted for

pronominalization, yielding similar significant effects. Idioms were classified as decomposable



or not through a pretest®, in which participants were presented with idiom-paraphrase pairs and
asked to judge whether the individual components of the idiom made a unique contribution to
the paraphrase or not. Gibbs & Nayak reported that the vast majority of idioms were judged to
belong to a specific idiom type by at least 75% of subjects, with high agreement rates.

Tabossi et al. (2008) attempted to replicate Gibbs & Nayak’s experiment in Italian. Present
participle and action nominalization, which could not be maintained in Italian, were replaced
by left dislocation. No effect of decomposability on syntactic flexibility was found for any
syntactic operation other than adverbial modification (which was also found to be more
acceptable overall than other operations). As for decomposability classification, the rate of
intersubject agreement was found to be much lower than that observed by Gibbs and Nayak,
with consistent intuitions about the distinction between decomposable and non-decomposable
idioms only evident for a restricted set of phrases. A subsequent study by Tabossi et al. (2011)
conducted on 245 Italian idiomatic expressions replicated the low intersubject agreement
regarding decomposability classification, but found a significant correlation between
decomposability and overall syntactic flexibility (averaging across the ratings of the different

syntactic operations).

Nediger (2017) examined the effect of decomposability on the syntactic flexibility of VP-
idioms in English for three syntactic operations (passivization, pronominalization, and cleft),
opting for an acceptability rating task in place of idiom-paraphrase similarity judgements. The
study found a significant (though weak) effect of decomposability on overall rate of flexibility
(averaging across the ratings of the different syntactic operations). Decomposability
classification was conducted on the same subjects prior to the experiment using idiom-
paraphrase pairs, akin to the setup of Gibbs & Nayak (1989) and Tabossi et al. (2011). A
significant (though not very stark) difference in mean ratings between idioms argued in the

literature to be decomposable and those argued to be non-decomposable was found.

Wierzba et al. (2023a) investigated the effect of decomposability on the syntactic flexibility of
VP-idioms for several operations in German (fronting, left dislocation, scrambling,
pronominalization, passivization, nominalization, which-question) and in English
(passivization, pronominalization, cleft, nominalization). Contra the other studies mentioned,

they also examined the effect of decomposability on the acceptability of the idiom in its

3 It should be noted that Gibbs & Nayak employed a further distinction between “normally” and “abnormally”
decomposable idioms, depending on type of relationship between the literal and figurative parts of decomposable
idioms, but as it is irrelevant to our current study, we gloss over it here.

7



canonical form (Nediger included such a condition but did not use it as a baseline in his
analysis). While a significant effect of decomposability on syntactic flexibility was found in
German (that is, decomposable and non-decomposable idioms were found to differ
significantly when syntactically modified, but not when in canonical form), only a simple effect
of decomposability was found in English (that is, a similar gap was found between
decomposable and non-decomposable idioms both under syntactic manipulation and in
canonical form, such that the effect could not be attributed to syntactic flexibility). Wierzba et
al. also included non-idioms in their experiment in order to account for possible restrictions on
syntactic manipulations that did not have to do with idiomatic interpretation. In both English
and German, decomposable idioms were not found to differ from non-idioms under most
syntactic operations (other than which-questions in German and cleft-like constructions in
English). The decomposability classification task they employed was based on Gibbs &

Nayak's (1989) setup for English, and on their own intuitions for German.

Wierzba et al. (2023b) later went on to replicate the study using an adjusted decomposability
classification method, where idioms were deemed decomposable or not categorically, and
without recourse to idiom-paraphrase pairs. The proportion of responses categorizing a given
idiom as decomposable were subsequently used as a linear decomposability measure. Similarly
to Nediger (2017), the same subjects who later went on to rate the acceptability of idioms under
various syntactic manipulations were first asked to classify their decomposability (with a gap
introduced between the two parts of the experiment). A significant effect of decomposability
on syntactic flexibility was found in German for all syntactic modifications excluding
passivization and nominalization. Meanwhile, idioms were found to differ in their behavior
from non-idioms for all syntactic modifications excluding passivization and scrambling. As for
English, again, a larger positive effect of decomposability under syntactic modification than in
canonical form was not attested in any of the examined structures, though a simple effect of

decomposability (as well as of idiomaticity) was found.

All in all, these results seem to suggest that decomposability may be a relevant property
informing the syntactic flexibility of idioms, but that other factors may also be at play. The
results also suggest that the choice of experimental setup could have a strong bearing on
experimental results and their interpretation, pointing to the need for careful consideration in
this regard. In the next section, we turn to a close analysis of the methodological issues raised

by previous studies and suggest ways to address them.



2.2 Issues Raised by Previous Experiments

2.2.1 Decomposability Classification

The methods of decomposability classification employed in previous studies raise several
issues. First, basing the classification on the intuitions of a given researcher is clearly
problematic, as attested by the fact that intersubject agreement was found to be rather low in

several experiments which sought out cross-speaker validation.

The use of idiom-paraphrase pairs has also been previously argued against, as the form of the
paraphrase could have an effect on the idiom’s perceived decomposability. Maher (2013), for
example, notes that in Gibbs & Nayak's (1989) experiment, the more the structure of the
provided paraphrase deviated from that of the idiom, the more the idiom was deemed non-
decomposable. Considering that any given idiom can arguably be paraphrased in multiple ways
which are more or less structurally similar to the idiom itself, the use of idiom-paraphrase pairs
seems to allow for the possibility of forcing an interpretation upon experiment participants,
which could in turn influence classification. Furthermore, the idea that idioms can be
paraphrased “without loss” is itself contentious, as they have been argued to encode more

information than their literal paraphrase would seem to suggest (e.g., Vega-Moreno 2002).

As for conducting a decomposability classification pretest on experiment participants
themselves, though sometimes aimed at accounting for possible subjectivity in classification
(e.g., Wierzba et al. 2023b), there is reason to assume that it could affect participants’
judgments in the experiment proper. That is to say, if we are to collect participants’ intuitive
judgments on the acceptability of idioms under various syntactic manipulations, it may not be
advisable to have them inquire into the idiom’s meaning structure prior to doing so. The fact
that deciding on the classification of an idiom inevitably requires some recourse to
paraphrasing, whether overtly suggested by the experimenter or not, may unwittingly lead

participants to utilize this newfound conceptualization in their acceptability judgements.

Finally, the reliance on speakers with no prior linguistic education for decomposability
classification, a recurrent feature of previous studies, could also be problematic, as they may
not have direct access to the type of linguistic knowledge necessary to make the required (and
often nontrivial) categorization, as argued, for example, by Titone & Connine (1994). If indeed
decomposability classification is conducted on subjects other than experiment participants (as
advocated for above), it would seem wise to carry it out on subjects to whom the understanding

of basic linguistic concepts (e.g. phrase constituents, compositionality, form-meaning



association) would be more readily available. Contra acceptability judgments, where linguistic
students’ prior exposure to linguistic theory is arguably a hindrance, here it seems to be an

advantage, as the task is an inherently linguistic one.

In order to address all these issues, we chose to conduct our decomposability classification
pretest on students of linguistics (who will not take part in the experiment proper), to whom
the notion of decomposability and non-decomposability will presumably be more easily

explained and more accurately understood, without recourse to idiom-paraphrase pairs.

2.2.2 Assessing the Syntactic Flexibility of Idioms

The methods of syntactic flexibility assessment employed in previous studies also raise several
issues. First, the use of idiom-paraphrase pairs to assess the syntactic flexibility of idioms, as
employed, e.g., by Gibbs & Nayak (1989) and Tabossi et al. (2008), has already been criticized
by Mabher (2013) and Wierzba et al. (2023a,b), who argue that such similarity judgments can
depend not only on the idiom’s ability to undergo the syntactic manipulation in question, but
also on that of the selected paraphrase; again, as idioms can arguably be matched to different
paraphrases, any given choice of paraphrase may have an effect on the results. Hence, we opted
for an acceptability rating task akin to that employed by Nediger (2017) and Wierzba et al.

(2023Db), rather than a similarity judgement task, to assess the syntactic flexibility of idioms.

Second, most of the studies mentioned did not incorporate in their experimental materials
sentences in which the idiom appears in its canonical form. As exemplified by Wierzba et al.
(2023b), a canonical baseline can help quantify the extent to which observed differences in the
behavior of decomposable and non-decomposable idioms can be attributed to syntactic
flexibility. The importance of this is born out in their results for English, where, as
aforementioned, a simple effect was found for decomposability, but no interaction was found
between decomposability and syntactic modification. Thus, we too chose to include a canonical
baseline for all of our idioms, against which the differences in the syntactically marked

constructions can be assessed.

Third, most of the studies mentioned did not include a comparison between the behavior of
idioms and non-idioms under syntactic modification. As noted by Wierzba et al. (2023a), under
the hypothesis that semantic restrictedness may generally underpin limits on syntactic
flexibility, “it is crucial to employ a method that allows to quantify as exactly as possible
whether a certain structure is less acceptable with idioms in comparison to non-idioms” (441).

While the current research does not actively seek out instances where non-idioms are expected
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to be restricted (as carried out, for example, in Wierzba et al. (2023b) for definiteness), we
opted to include non-idioms as another baseline in order to control for the possibility of non-
idiomatic factors hindering syntactic flexibility and thus confounding the manipulated factors
we are trying to assess (e.g., certain inalienable possessions, such as body parts, which appear
in some of our experimental sets, may not allow modification in certain restrictive contexts).
However, the non-idiomatic phrases used by Wierzba et al. (2023b) were only similar to the
tested idioms in that they consisted of a verb and a direct object. As noted by one of their
reviewers, constructing pairs that are more directly matched with respect to verb and DP
properties would be preferable. Thus, in order to allow for as close a comparison as possible
between idioms and non-idioms, we elected to use phrases that allow for both a literal and a
figurative reading, and have them undergo the same syntactic operations in both literal and

idiomatic contexts.

Fourth, some of the studies mentioned did not use minimal pairs or sets of items as part of their
experimental setup. This may hinder the interpretation of results, as noted by Wierzba et al.
(2023a), as the lack of minimal pairs does not allow to control for differences in acceptability
judgments which could be attributed to confounding factors, such as the complexity of the
constructed sentences, and could make it difficult to tease apart evidence for syntactic
flexibility from instances more akin to wordplay. Thus, in the current study, we opted to use a
Latin square design, whereby decomposable and non-decomposable idioms are paired and
appear in syntactically identical constructions, in both canonical form and under syntactic

manipulation, as well as in both literal and idiomatic contexts.

Another issue raised by some of the studies mentioned is that of appropriate context. Tabossi
et al. (2009) compared the acceptability of syntactically modified idiomatic sentences placed
in what they call a “minimal context” (a very short context, normally incorporated within the
sentence in which the idiom itself appears, as employed, e.g., by Gibbs & Nayak 1989) and in
a “discourse context” (a one or two sentence long paragraph aimed at establishing a
pragmatically appropriate context for the idiom and operation) and found that discourse
contexts significantly improved acceptability ratings (except when some general formal
requirement was violated, such as Italian bare nouns being barred from appearing in preverbal
subject position). Meanwhile, Wierzba et al. (2023a) found acceptability ratings to vary
depending on the type of discourse context provided (specifically, they found polarity contexts
to be more acceptable than broad focus contexts for certain syntactic constructions), suggesting

that adequate context is necessary to ensure that a sentence is not rejected due to lack of
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pragmatic motivation for the use of a given construction, as well as to avoid underestimation
of how acceptable certain idioms are under syntactic manipulation. In the current research,
providing a suitable discourse context is even more crucial, as comparing idioms and non-
idioms through the use of phrases that allow for both a literal and a figurative reading requires
that it be very clear which reading is intended in each case. This necessity is even more
pronounced when taking into account the idiom superiority effect, according to which idiomatic
interpretations are thought to be produced automatically and only suppressed in non-felicitous
(including literal) contexts, as attested in their high processing speeds (Noveck et al. 2023).
This effect was in fact flagged in a context-less “dry run” of our experiment, where participants
noted difficulties in attaining the required literal readings without having the idiomatic
interpretation “pop up” of its own accord. Using a preceding discourse context also allows us
to keep the experimental items themselves as simple as possible, and thus construct the type of
structurally similar experimental sets we are seeking for systematic comparison of the
manipulated factors, with possibly confounding differences relegated to the domain of the
context. To ensure that the contexts themselves were as suitable as possible, we often referred
to heTenTen 2014 (Baroni et al. 2009), a billion-token web-crawled Hebrew corpus available
on Sketch Engine (Kilgarriff et al. 2004), to identify contexts in which the idioms in question

have been attested to appear.

As for how to best measure the effect of decomposability on syntactic flexibility, it should be
noted that assessing the correlation between decomposability and overall syntactic flexibility
— namely, averaging across the ratings of different syntactic operations, as performed in
Tabossi et al. (2008) and Nediger (2017) — could be undesirable. If we assume syntactic
flexibility to be dependent on the specific semantic restrictions imposed by various syntactic
operations, averaging across them could lead to loss of relevant information. Hence, in the
current research, we chose to assess the effects of decomposability on syntactic flexibility
separately for each syntactic manipulation. As our experimental setup is already quite complex
and includes multiple conditions, with each experimental set consisting of both literal and
figurative readings for both decomposable and non-decomposable idioms in both canonical
and syntactically modified form, we chose not to incorporate all syntactic manipulations within
the same experiment, as done in some other studies, but rather to conduct a separate experiment
for each syntactic manipulation. While this may be somewhat to the detriment of our ability to
compare the results of different syntactic operations, it enables us to avoid our experiments

being too lengthy and their analysis being too complex to yield meaningful results. It also
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ensures that subjects only encounter each idiom once during their trial, avoiding the possibility

that repeated exposure to an idiom could influence their judgement and render it less intuitive.

Finally, previous studies have highlighted the need to control for factors other than
decomposability which may influence the syntactic flexibility of idioms. Nunberg et al. (1994)
themselves note that decomposability can only partially account for the variable distribution of
idiomatic interpretation. Other than controlling for the structure of the idioms (in testing only
VP-idioms with a definite object) and of the experimental sentences (through use of the
aforementioned Latin square design), another factor which may need to be taken into account
is familiarity. Wierzba et al. (2023b), for example, in an attempt to explain the somewhat
surprising results of their English experiment, speculated that familiarity, which they did not
control for, may have played a role. Hence, we also opted to conduct a familiarity assessment
prior to the experiment to ensure that all tested idioms were familiar to a similar and sufficient

extent.

3. The Current Research

The current study aims to experimentally examine the effects of decomposability on the
syntactic flexibility of idioms as compared to non-idioms in Hebrew. 16 VP-idioms taking a
definite complement, 8§ decomposable and 8 non-decomposable, which support both a literal
and a figurative reading, were selected for the experiment following decomposability and
familiarity pretests. Three separate experiments were then run on the same 16 idioms, each
examining a different syntactic manipulation. Experiment 1 tested the effect of
decomposability on Pronominalization, namely the ability of idiom chunks to serve as
antecedents for pronouns. Experiment 2 tested the effect of decomposability on Fronting,
namely the ability to move idiom chunks to the left periphery. Experiment 3 tested the effect
of decomposability on Adjectival Modification, namely the ability to modify idiom chunks
through use of an adjective. These three specific syntactic operations were chosen with a view
to assessing the effect of decomposability on as broad a range of operations as possible. Thus,
the chosen operations differ in terms of the mechanisms through which they syntactically
modify phrases: pronominalization involves interpretation of idiom constituents through co-
reference relations; fronting involves what is standardly assumed to be movement of idiom
constituents; and adjectival modification involves lexical insertion within idiom structure. The
three chosen syntactic operations were also selected to ensure that the mechanisms which could

potentially impose semantic restrictions on idioms did not overlap; thus, operations like left
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dislocation, which arguably involve both fronting and pronominalization, or which-questions,
which arguably involve both fronting and insertion, were avoided. Passivization, a valence-
changing operation which was also of interest to us, was eventually opted against, as not all
Hebrew verbs (and specifically, not all the verbs in our experimental set) have a passive form.
There are of course many other syntactic operations of interest which were not included in the

current study due to its scope, but will hopefully be examined in future research.

In all three experiments, each idiom appeared once in its canonical form and once under the
relevant syntactic manipulation, once in a literal context and once in an idiomatic context, such
that each experiment tested the effects of three factors: Type of Idiom (decomposable vs. non-
decomposable), Type of Meaning (literal vs. figurative), and Type of Structure (baseline vs.

modified), and the interactions between them.

In systematically assessing the correlation between decomposability and syntactic flexibility,
the current study aims to contribute to our understanding of the nature of idioms as compared
to non-idioms. The extent to which decomposable and non-decomposable idioms form distinct
categories, and the extent to which the differences between them, and between them and non-
idioms, can be explained on the basis of general semantic restrictions, carry implications for
our conception of idiom storage and interpretation, as well as our overall conception of the

lexicon and its interaction with the syntax and semantics.

If non-decomposable idioms are indeed generally inflexible entities, as suggested by Nunberg
et al. (and hence warrant a fundamentally different mode of storage than decomposable
idioms), or alternatively, if their syntactic inflexibility is the result of semantic restrictions
imposed on idiom chunks by various syntactic operations, we would expect to find a three way
interaction in all three experiments: that is, we would expect non-decomposable idioms to be
rated significantly less acceptable than decomposable idioms when syntactically modified (as
compared to in canonical form) in idiomatic contexts (as compared to the same phrase in literal
contexts). More generally, if non-decomposable idioms are fundamentally inflexible, we would
expect their acceptability ratings under syntactic manipulation to be rather low across the

board.

3.1 Pretests

Two pretests were carried out in order to select the idioms to be included in the experiment: a

decomposability classification pretest, where idioms were classified by participants as either
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decomposable or non-decomposable; and a familiarity pretest, where participants were asked

to judge how common they believed each idiom to be.

3.1.1 Decomposability Classification Pretest

A decomposability classification pretest was conducted on 22 linguistics students from Tel
Aviv University who at the very least had completed their bachelor’s degree. First, participants
were explained the notion of decomposability, with decomposable idioms defined as “idioms
whose figurative meaning can be distributed among their parts (that is, it is natural to associate
parts of the idiom’s figurative meaning with parts of the idiom),” and non-decomposable
idioms defined as “idioms whose figurative meaning cannot be distributed among their parts
(that is, it is not natural to associate parts of the idiom’s figurative meaning with parts of the
idiom, but only with the entire phrase).” Two examples of decomposable idioms were
provided: nitla be-ilan gavoha (lit. ‘hang on a tall tree’, fig. ‘rely on (the words or deeds of) a
great personality’), where arguably ‘hang’ ~ ‘rely’ and ‘tall tree’ ~ ‘great personality’; and
sixrer kitor (lit. ‘let off steam’, fig. ‘release pent up emotions’), where arguably ‘let off” ~
‘release’ and ‘steam’ ~ ‘pent-up emotions’. Two examples of non-decomposable idioms were
also provided: hafax sulxanot (lit. ‘flip over tables’, fig. ‘act aggressively in order to achieve
something’) and herim yada’im (lit. ‘raise arms’, fig. ‘give up’), where arguably the figurative
meaning can only be attributed to the phrase as a whole. Participants were encouraged to ask
questions and ensure that they understood the distinction in principle, though they were made

aware that it would not always be a trivial one to make.

Participants were then provided with a link to the pretest, uploaded on Google Forms, where
they were asked to classify 30 VP-idioms (half of which were presumed to belong to each
category) as either decomposable (D) or non-decomposable (ND). The idioms were presented
in pseudo-randomized order, alongside an example of their canonical use, in order to ensure
that participants understood the intended interpretation. No time limit was imposed on the
pretest, and participants were encouraged to take their time and take breaks if needed.
Participants also had the option of selecting “I’m unsure” (X) in the event that they were unable
to come to a clear-cut decision. Responses to the decomposability classification pretest are
presented in Figure 1. Following the classification task, participants were also asked, if
possible, to explain the meaning of each idiom in their own words; we included this part mainly
to try and gauge, albeit very broadly, how uniform the understanding of each idiom’s

interpretation was as reflected in participants’ suggested paraphrases.
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Figure 1: Classification of 30 VP-idioms as decomposable (D) or non-decomposable (ND)
by advanced students of linguistics from TAU.

3.1.2 Familiarity Pretest

A familiarity pretest was subsequently conducted on the same 30 VP-idioms, with 33
participants with no prior linguistic background taking part. As only idioms that were thought
to be relatively familiar were preselected, 10 further VP-idioms presumed to be less familiar
were also included in the pretest to allow for a wider range of familiarity ratings. Participants
were asked to judge on a 5-point Likert scale how common they thought each idiom was — that
is, how often they felt they encountered each idiom relative to other phrases (with 1 indicating
‘never’ and 5 indicating ‘very often’). As in the decomposability classification pretest, the
idioms were presented in pseudo-randomized order alongside an example of their canonical
use. Results of the familiarity pretest for the 30 VP-idioms in question are shown in Figure 2
(the ratings of the 10 “filler” VP-idioms are not detailed here, but were indeed found to have

lower mean familiarity ratings than the 30 VP-idioms in question).
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satam et ha-pe
shavar et ha-kerax
yarad me-ha-pasim
pashat et ha-regel
tipes al ha-kirot
daxaf et ha-af
ganav et ha-hacaga
shavar et ha-kelim
herim et ha-kfafa
yarad me-ha-ec
salal et ha-derex
hixshir et ha-karka
ixer et ha-rakevet
ikem et ha-af

perek et ha-xavila
hetil et ha-pcaca
kataf et ha-perot
kara et ha-mapa
axal et ha-kova
herim et ha-af

hesir et ha-kfafot
shavar et ha-shina'im
hidek et ha-xagura
lixlex et ha-yada'im
asaf et ha-shvarim
shataf et ha-eyna'im
kipel et ha-zanav
hetir et ha-resen
kafac al ha-agala
mishesh et ha-dofek

decomposability classification pretest.

3.1.3 Idiom Selection

Of the 30 VP-idioms tested, the 8 idioms which were classified as decomposable with the
highest level of intersubject agreement and the 8 idioms which were classified as non-
decomposable with the highest level of intersubject agreement were selected for the
experiment, with several caveats. First, the original set of 30 VP-idioms included 4 idioms in
which the verb took a prepositional phrase complement; we eventually opted to exclude these
and include only idioms in which the verb took a direct object complement for uniformity’s
sake. Second, the idiom mises et ha-dofek (lit. ‘feel the pulse, fig. ‘assess the situation’) was
excluded despite its high decomposability rating due to the relatively low familiarity rating it
received. And third, the idiom ikem et ha-af (lit. ‘bend the nose’, fig ‘show dissatisfaction’)
was also excluded due to difficulties formulating literal contexts that were deemed natural
enough by native Hebrew speakers, as well as to avoid the recurrence of the noun af (‘nose’)

in several of our idioms.

All decomposable and non-decomposable idioms selected for the experiments were deemed to

belong to their respective categories by at least two thirds of pretest participants, with mean
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agreement rates standing at 82.95% (SD=7.97%) for decomposable idioms and 84.41%
(SD=12.19%) for non-decomposable idioms. As for familiarity, all selected idioms received a
mean familiarity rating of above average (over 3 on the 5-point Likert scale), bar one
decomposable idiom and one non-decomposable idiom: hetir et ha-resen (lit. ‘loosen the
bridle’, fig. ‘give free rein’) and kipel et ha-zanav (lit. ‘fold the tail’, fig. ‘back down’),
respectively. These were selected as the best remaining options with a high enough
decomposability classification rating (the median familiarity rating of all selected idioms stood
nonetheless at 3 or higher). Ultimately, the overall mean familiarity rating of the 8 selected
decomposable idioms stood at 3.41 (SD=0.61), while the overall mean familiarity rating of the
8 selected non-decomposable idioms stood at 3.31 (SD=0.73). For a complete list of idioms

selected for the experiments, see Appendix A.

3.2 Experiment 1: Pronominalization

Experiment 1 tested the effects of decomposability on Pronominalization. Nunberg et al.
(1994), and others consequently (e.g. Nediger 2017), have argued that for idiom chunks to be
able to serve as antecedents for pronouns, they must refer to something implicit or explicit in
the discourse — that is, they must have an individual interpretation or reference, and hence, only
decomposable idioms should be able to undergo pronominalization. If this is indeed the case,
we would expect to find a three-way interaction between Type of Idiom, Type of Meaning and
Type of Structure: that is, while all experimental phrases are expected to behave similarly in
literal contexts (as the difference between them is presumably only related to their idiomatic
interpretation), in idiomatic contexts non-decomposable idioms are expected to be rated as
significantly less acceptable than decomposable idioms — but only under pronominalization

(presumably, in canonical form, no semantic restrictions should be imposed on idiom chunks).

3.2.1 Design and Materials

The 8 decomposable idioms and 8 non-decomposable idioms selected in the pretests were
paired, resulting in 8 sets. For each set, eight sentences were constructed involving three
factors: (1) Type of Idiom: Decomposable or Non-Decomposable; (2) Type of Meaning:
Literal or Idiomatic; and (3) Type of Structure: Baseline or Modified (Pronominalized). The
sentences in each set were constructed so as to be as structurally similar as possible in order to
minimize effects other than those of the manipulated factors. This resulted in eight conditions
per set, divided into a Decomposable Subset: (a) DLB, (b) DLM, (¢) DIB, (d) DIM; and a Non-
Decomposable Subset: () NDLB, (f) NDLM, (g) NDIB, (h) NDIM. Pragmatically suitable

literal and idiomatic contexts (specifically polarity contexts, as advised by Wierzba et al. for
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pronominalization) were constructed for each idiom to support the appropriate reading of each

sentence in the set.

One such set is illustrated below, consisting of the paired decomposable idiom kataf et ha-perot

(lit. “pick the fruits’, fig. ‘reap the rewards’) and non-decomposable idiom axal et ha-kova (lit.

‘eat the hat’, fig. ‘admit one’s mistake”).

(1

Decomposable | kataf et ha-perot (lit. ‘pick the fruits’, fig. ‘reap the rewards’)

Subset

context kSe-higati la-mata huftati legalot Se-kol
when-arrived.1SG to.the-orchard surprised.PASS.1SG discover.INF that-all
ha-perot adayin al ha-ecim.
the-fruits still ~ on the-trees.
‘When I arrived at the orchard I was surprised to discover that all the
fruits were still on the trees’

a. literal hayiti  batu’ax Se-ha-oved yiktof et ha-perot.

baseline was.1SGsure  that-the-worker pick.FUT ACC the-fruits.
T was sure the worker would pick the fruits.’

b. literal hayiti  batu’ax Se-ha-oved yiktof et ha-perot aval

modified was.18Gsure  that-the-worker pick.FUT ACC the-fruits but
le-hafta’ati hulo kataf  otam.
to-surprise.GEN.1SG he NEG pick.PST them.
‘I was sure the worker would pick the fruits but to my surprise he didn’t
pick them.’

context kSe-pagasti et ha-yazam huftati legalot

when-met.1SG ACC the-entrepreneur surprised.PASS.1SG discover.INF

Se-ha-proyekt  Se-hu hiski’a bo kol-kax harbe nixsal.

that-the-project that-he invested.1SG in.it so much failed.
‘When I met the entrepreneur I was surprised to discover that the project

he had invested so much in failed.’

¢. idiomatic
baseline

hayiti
was.1SG sure

batu’ax se-ha-yazam yiktof et ha-perot.
that-the-entrepreneur pick.FUT ACC the-fruits.
‘I was sure the entrepreneur would reap the rewards.’

d. idiomatic

hayiti  batu’ax Se-ha-yazam yiktof et ha-perot aval

modified was.1SG sure  that-the-entrepreneur pick.FUT ACC the-fruits but
le-hafta’ati hu lo kataf otam.
to-surprise.GEN.1SG he NEG pick.PST them.
‘I was sure the entrepreneur would reap the rewards but to my surprise he
didn’t reap them.’
Non- axal et ha-kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake”)
Decomposable
Subset
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context piniti et ha-aron biglal be’ayat as  aval saxaxti
cleared.18G ACC the-closet because problem.GEN moth but forgot.1SG
be-toxo et  ha-kova.
in-it  ACC the-hat.
‘I cleared the closet because of a moth problem but I forgot the hat inside
it
e. literal hayiti  batu’ax Se-ha-as yoxal et ha-kova.
baseline was.1SGsure  that-the-moth eat.FUT ACC the-hat.
‘I was sure the moth would eat the hat.’
f. literal hayiti  batu’ax se-ha-as yoxal et ha-kova aval
modified was.1SGsure  that-the-moth eat.FUT ACC the-hat.PL but
le-hafta’ati hu lo axal oto.
to-surprise.GEN.1SG he NEG eat.PST it.
‘I was sure the moth would eat the hat but to my surprise he didn’t eat it.’
context etmol pagasti et exad ha-maski’im Se baxar be-zmano lo

yesterday met.1SG ACC one the-investors that chose at-time.GEN NEG
lehaski’a ba-startap  ha-muclax  Selanu.

invest.INF in.the-startup the-successful of.us.

“Yesterday I met one of the investors who previously chose not to invest
in our successful start-up.’

g. idiomatic
baseline

hayiti  batu’ax Se-ha- maski’a yoxal et ha-kova.
was.1SG sure that-the-investor eat.FUT ACC the-hat.
‘I was sure the investor would eat his hat.’

h. idiomatic
modified

hayiti  batu’ax Se-ha-maski’a yoxal et ha-kova aval
was.1SGsure  that-the-investor eat.FUT ACC the-hat.PL but

le-hafta’ati hulo axal oto.

to-surprise.GEN.1SG he NEG eat.PST it.

‘I was sure the investor would eat his hat but to my surprise he didn’t eat
it

The experimental items were distributed into four lists, with participants evenly assigned to

lists. Each list included a total of 48 sentences: 16 experimental items, and 32 filler items of

parallel length. The experimental items consisted of two parallel items per set, one from the

Decomposable Subset (a-d) and one from the Non-Decomposable Subset (e-h). All in all, each

participant saw two items for each experimental condition (a-h). The sentences were presented

in pseudo-randomized order.

The structures of the fillers were selected to incorporate acceptability violations of a generally
similar nature to that of the experimental items, as well as to afford a wide enough range of

ratings. Thus, 8 fillers consisted of direct object resumptive pronouns (shown to be less
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acceptable than gaps in Hebrew), 4 fillers consisted of subject resumptive pronouns (known to
be rather unacceptable in Hebrew), 4 fillers consisted of wh-islands (a more syntactic violation,
but one that is known to be relatively weak in Hebrew), 8 fillers consisted of VP-idioms other
than those used in the experiment with a fronted direct object (whose acceptability is in
question), and 8 fillers consisted of acceptable sentences. Idiomatic phrases were also
introduced into the filler items in order to mirror their distribution in the experimental set and
avoid having the latter stand out in this regard. For a complete list of experimental sets and

fillers used in Experiment 1, see Appendix B.

3.2.2 Participants and Procedure

The experiment was set up using the Ibex Farm web platform (Zehr & Schwarz 2018).
Participants who were found eligible were sent a link to the questionnaire. In the experiment,
participants were presented with sentences and a preceding context, one at a time, and asked to
rate how acceptable each sentence sounded to them on a scale of 1 (“unacceptable”) to 7
(“acceptable”). It was made clear to participants that the preceding context was only provided
to describe the circumstance under which the sentence was uttered, and that they were not asked
to rate the plausibility of the scenario described, but only how natural or acceptable the sentence
sounded in Hebrew. Participants were encouraged to answer intuitively and use the full range

of the scale. On average, the experiment took about 15 minutes to complete.

63 native speakers of Hebrew took part in the experiment. 37 of them were recruited via
prolific.co and received £3 for participation. Pre-screening filters were set to only include

participants aged 18-35 whose first language was Hebrew, and who were situated in Israel.

3.2.3 Results

We opted to run Cumulative Link Mixed Models (CLMMs) for statistical analysis rather than
Linear Mixed Models (LMMSs), as the latter have been shown to increase Type I and Type 11
errors and impact effect size estimates when applied to ordinal rating data (Liddell & Kruschke
2018, Verissimo 2021). All three manipulated factors, namely Type of Idiom (decomposable
vs. non-decomposable), Type of Meaning (literal vs. idiomatic) and Type of Structure (baseline
vs. modified), were sum-coded in order to treat the levels of each factor symmetrically.
Participants whose ratings for the three best or three worst filler items deviated significantly
from the overall mean of these items across participants (either on average, or on more than
one occasion) were excluded from the study. Overall, 3 participants were excluded, resulting

in a total of 60 participants.
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According to the CLMM fit, a main effect was found for all three factors: Type of Idiom, Type
of Meaning, and Type of Structure. That is, decomposable idioms were judged to be
significantly more acceptable overall than non-decomposable idioms (p<0.001); literal phrases
were judged to be significantly more acceptable overall than idiomatic phrases (p<0.001); and
phrases in canonical structure were judged to be significantly more acceptable overall than
pronominalized phrases (p<0.001). However, no significant interaction was found between any

of the factors, as can be seen in Table 1. The results are also illustrated in Figure 3.

Contrast B SE z p
TypeOfldiom 0.43 0.12 3.63 <0.001***
TypeOfMeaning 0.51 0.12 431 <0.0071***
TypeOfStructure 0.51 0.12 4.32 <0.001***
TypeOfldiom:TypeOfMeaning -0.08 0.12 -0.72 0.47
TypeOfldiom:TypeOfStructure 0.06 0.12 0.55 0.59
TypeOfMeaning: TypeOfStructure -0.09 0.12 -0.74 0.46
TypeOfldiom:TypeOfMeaning: TypeOfStructure |  0.09 0.12 0.75 0.45

Table 1: Summary of cumulative link mixed model statistical results for Experiment 1.
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Figure 3: Box plots and density plots portraying the acceptability results of Experiment 1,
split by Type of Meaning (literal vs. idiomatic), Type of Idiom (decomposable vs. non-
decomposable), and Type of Structure (baseline vs. modified).

To ensure that the ratings of the phrases in literal contexts did not somehow confound our
results, we also examined the idiomatic contexts in isolation (i.e., Type of Meaning =
Idiomatic), but still found no significant interaction between Type of Idiom (decomposable vs.

non-decomposable) and Type of Structure (baseline vs. modified), as can be seen in Table 2.

Contrast B SE z p
TypeOfldiom - 0.53 0.14  3.85  <0.001%**
TypeOfStructure \ 0.61 0.14 4.37 <0.0071***
TypeOfldiom:TypeOfStructure \ -0.02 0.14 -0.16 1.74

Table 2: Summary of cumulative link mixed model statistical results for Experiment 1 for
idiomatic contexts only.

3.2.4 Discussion

As can be seen in Tables 1 & 2 and in Figure 3, the effect of Type of Idiom (decomposable
vs. non-decomposable) was not found to be significantly larger under pronominalization than
in baseline structure, such that the effect could not be attributed to the syntactic inflexibility of
non-decomposable idioms (i.e., to their difficulty to undergo pronominalization) as compared

to decomposable idioms. Thus, this experiment did not provide evidence that non-

23



decomposable idioms are less inclined to pronominalization than decomposable idioms, but

only that they are judged as less acceptable overall.

The effect of Type of Meaning (literal vs. idiomatic) was also not found to be significantly
larger under pronominalization than in baseline structure, such that it could not be attributed to
the syntactic inflexibility of idioms (i.e., to their difficulty to undergo pronominalization) as
compared to non-idioms. Thus, this experiment did not provide evidence that idioms are less
inclined to undergo pronominalization than literal phrases, but only that they are judged as less

acceptable overall.

Finally, and perhaps most surprisingly, the effect of Type of Idiom (decomposable vs. non-
decomposable) was not found to be significantly larger in idiomatic contexts than in literal
contexts; that is, non-decomposable idioms were found to be less acceptable than

decomposable idioms across the board, i.e. in literal contexts as well as in idiomatic contexts.

3.3 Experiment 2: Fronting

Experiment 2 tested the effects of decomposability on Fronting. Various constraints on the
fronting (or topicalization) of DP constituents have been argued for (mostly in English), such
as the requirement that fronted constituents be either definite or generic (Fellbaum 1980),
anaphoric or generic (Kuno 1972), referential and specific (Kiss 2002), or referential or generic
(Nediger 2017). Under these assumptions, which somewhat overlap (e.g., definite DPs are
generally thought to be specific and referential; referential DPs are generally thought to
showcase anaphoric potential), non-decomposable idioms, whose DP constituents are
presumably neither referential, specific or generic (as they carry no independent interpretation)

are not expected to allow fronting.

Assuming Hebrew fronting imposes similar constraints on DP constituents, we would expect
to find a three-way interaction between Type of Idiom, Type of Meaning, and Type of
Structure: while all experimental phrases are expected to behave similarly in literal contexts
(we selected only idioms with definite objects, i.e. referential ones, which should not be
problematic to front), in idiomatic contexts non-decomposable idioms are expected to be rated
less acceptable than decomposable idioms when undergoing fronting, as opposed to in

canonical form (where no semantic restrictions are expected to be imposed on idiom chunks).

Meanwhile, topicalized constituents have also been argued to typically require a contrastive
interpretation (e.g., Nediger 2017), and contrastive contexts have been argued to facilitate the

interpretation of otherwise unfavored topicalized constituents (e.g., Kiss 2002). The contrast
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can presumably be either between different instances of whatever the object refers to (2a), or
between different situations altogether (2b):
(2) a. natali omnam fisfesa et ha-rakevet ha-mukdemet aval la-rakevet ha-meuxeret
nataly indeed missed.F ACC the-train  the-early but to.the-train the-late
hi  hespika.
she managed.F.
‘Nataly may have missed the early train but the late train she managed to make.’
b. natali omnam hit’orera be-ixur aval et ha-rakevet hi lo fisfesa.

nataly indeed woke.up.F in-delay but ACC the-train  she NEG missed.1SG.F
‘Nataly may have woken up late but the train she didn’t miss.’

Seeing as in the current study we made an effort to ensure that the syntactic operations
examined in the different experiments did not overlap with one another, we elected to construct
sentences with contrastive contexts of the type in (2b), considering those of the type in (2a)
require the modification of idiom constituents in addition to fronting, which could impose

separate semantic restrictions (to be assessed in isolation in Experiment 3).

3.3.1 Design and Materials

As in Experiment 1, the 8 decomposable idioms and 8 non-decomposable idioms selected in
the pretests were paired, resulting in 8 sets. Since the task of constructing similarly structured
sentences for two given idioms across conditions and contexts proved to be a non-trivial one,
we opted to allow for the alteration of pairings in each experiment in favor of doing so in as
natural a way as possible. For each set, eight sentences were constructed involving three
factors: (1) Type of Idiom: Decomposable or Non-Decomposable; (2) Type of Meaning:
Literal or Idiomatic; and (3) Type of Structure: Baseline or Modified (Fronted), resulting again
in eight conditions per set: (a) DLB, (b) DLM, (c) DIB, (d) DIM, (e) NDLB, (f) NDLM, (g)
NDIB, and (h) NDIM. As in Experiment 1, pragmatically suitable literal and idiomatic contexts

were constructed for each idiom to support the appropriate reading of each sentence in the set.

One such set is illustrated below, for the same paired decomposable and non-decomposable
idioms, kataf et ha-perot (lit. ‘pick the fruits’, fig. ‘enjoy one’s achievements’) and axal et ha-
kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake’), which were used for illustration in

Experiment 1.
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€)

Decomp. | kataf et ha-perot (lit. ‘pick the fruits’, fig. ‘reap the rewards’)

Subset

context be-ikvot  ha-macav  hegi’'u mitnadvim lesaye’a la-xakla’im
in-traces  the-situation arrived volunteers help.INF to.the-farmers
ba-avodot  ba-mata.

in.the-works in.the-orchard.
‘In light of the situation, volunteers came to help the farmers with their work at
the orchard.’

(a) literal

ha-mitnadvim asu et rov ha-avodot ba-mata aval hem lo

baseline | The-volunteers did ACC most the-works in.the-orchard but they NEG
katfu et ha-perot.
picked ACC the-fruits.
‘The volunteers did most of the work in the orchard, but they didn’t pick the
fruits.’
(b) literal | ha-mitnadvim asu et rov ha-avodot ba-mata aval et ha-perot
modified | The-volunteers did ACC most the-works in.the-orchard but Acc the-fruits
hem lo katfu.
they NEG picked.
‘The volunteers did most of the work in the orchard, but the fruits they didn’t
pick.’
context | ha-proyekt ha-xadas sel xevrat ha-haytek  hitgala ke-haclaxa
the-project the-new of company.GEN the-high.tech revealed.PASS as-succcess
ve-ha-menahalim zaxu le-Svaxim.
and-the-managers won to-praise.PL.
‘The high tech company’s new project turned out to be a success and the
managers garnered praise.’
(©) ha-metaxnetim asu et rov ha-avoda ba-proyekt aval hem lo  katfu
idiomatic | The-programmers did ACC most the-work in.the-project but they NEG picked
baseline | et ha-perot.
ACC the-fruits.
‘The programmers did most of the work on the project, but they didn’t reap the
rewards.’
(d) ha-metaxnetim asu et rov ha-avoda ba-proyekt aval et
idiomatic | The-programmers did ACC most the-work in.the-project but Acc
modified | ha-perot hem lo  katfu.

the-fruits they NEG picked.
‘The programmers did most of the work on the project but the rewards they
didn’t reap.’
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Non- axal et ha-kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake’)
Decomp.
Subset
context | kSe-giliti Se-asim  histaltu i al ha-aron paxadeti
when-discovered.1SG that-moths took.over to.me on the-closet feared.1SG
yoter mi-kol Se-hem yaharsu li et ha-kova ha-xadas.
more than-all that-they ruin.FUT to.me ACC the-hat the-new.
‘When I found out that moths took over my closet, I feared more than anything
that they would ruin my new hat.’
(e) literal | ha-asim  harsu et rov ha-bgadim ba-aron aval hem lo  axlu
baseline | The-moths ruined ACC most the-clothes in.the-closet but they NEG ate
et ha-kova.
ACC the-hat.
‘The moths ruined most of the clothes in my closet, but they didn’t eat the hat.’
(f) literal | ha-asim  harsu et rov ha-bgadim ba-aron aval et ha-kova
modified | The-moths ruined ACC most the-clothes in.the-closet but AccC the-hat
hem lo  axlu.
they NEG ate.
‘The moths ruined most of the clothes in my closet but the hat they didn’t eat.’
context | lifney ha-mitkafa va’ada  Sel mumxim pirsema dox Se-ta’an
before the-attack committee of experts published report that-claimed
Se-le-israel lo niskefet Sum sakana mi-cafon.
that-to-israel NEG foreseen any danger from.the-north.
‘Before the attack, a committee of experts published a report that claimed no
danger is threatening Israel from the north.’
(2) Ha-mumxim ta’u legabey rov ha-taxaziyot ba-dox aval hem lo
idiomatic | The-experts wrong.PST about  most the-forecasts in.the-report but they NEG
baseline | axlu et ha-kova.
ate  ACC the-hat.
‘The experts were wrong about most of the forecasts in the report but they
didn’t eat their hats.’
(h) Ha-mumxim ta’u legabey rov ha-taxaziyot ba-dox aval et
idiomatic | The-experts wrong.PST about  most the-forecasts in.the-report but ACC
modified | ha-kova hem lo axlu
the-hat they NEG ate.
‘The experts were wrong about most of the forecasts in the report but their hats
they didn’t eat.’

The experimental items were distributed into four lists in a manner similar to that described for
Experiment 1, with each list including a total of 48 sentences: 16 experimental items, and 32

filler items of parallel length. Seeing as Experiment 2 examined fronting as a syntactic
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operation, the 8 fillers from Experiment 1 consisting of VP-idioms with a fronted object needed
changing. We chose to replace them with fillers consisting of relative clauses, which similarly
to fronting, include an element appearing in the left periphery that is thematically related to a
clause-internal position (often analyzed as involving movement). 4 of these fillers consisted of
a relative clause with a fronted resumptive pronoun (known to be rather unacceptable in
Hebrew when appearing without the complementizer Se-, specifically when the fronted element
involves coordination), and 4 of them consisted of a relative clause lacking a prepositional
resumptive pronoun (which is obligatory in Hebrew, though sometimes omitted in colloquial
speech). Idiomatic phrases were also incorporated in the new filler items so as to maintain an
idiom distribution in fillers akin to that in the experimental items. For a complete list of

experimental sets and fillers used in Experiment 2, see Appendix C.

3.3.2 Participants and Procedure

The experiment was set up in a similar manner to that described for Experiment 1. All in all,
64 native speakers of Hebrew took part in the experiment, 38 of which were recruited via
prolific.co and received £3 for participation, and 23 of which were recruited via Facebook and
received 15 for participation. Pre-screening filters were again set to only include participants

aged 18-35 whose first language was Hebrew, and who were situated in Israel.

3.3.3 Results

As in Experiment 1, we ran Cumulative Link Mixed Models (CLMMs) for statistical analysis,
sum-coding across all three manipulated factors (Type of Idiom, Type of Meaning, and Type
of Structure). 4 participants whose ratings for the three best or three worst filler items deviated
significantly from the overall mean of these items across participants (either on average, or on
more than one occasion) were excluded from the study, resulting in a total of 60 participants,

as in Experiment 1.

According to the CLMM fit, a main effect was found for all three factors: Type of Idiom, Type
of Meaning, and Type of Structure. That is, decomposable idioms were judged to be
significantly more acceptable overall than non-decomposable idioms (p=0.0098); literal
phrases were judged to be significantly more acceptable overall than idiomatic phrases
(p<0.001); and phrases in canonical form were judged to be significantly more acceptable

overall than phrases with fronted objects (p<0.001).

In addition, and contra Experiment 1, a significant interaction was found between Type of

Idiom and Type of Meaning (p=0.02), such that non-decomposable idioms were judged to be
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significantly less acceptable than decomposable idioms in idiomatic contexts, but not so in

literal contexts, as illustrated in Figure 4.

No other significant interaction was found between the factors, as can be seen in Table 3. The

results are also illustrated in Figure 5.
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Figure 4: Box plots and density plots portraying the interaction between Type of Idiom
(decomposable vs. non-decomposable) and Type of Meaning (literal vs. idiomatic) in
Experiment 2.

Contrast B SE z p
TypeOfldiom 0.29 0.11 2.58  0.009788**
TypeOfMeaning 0.41 0.11 3.63 <0.0071 ***
TypeOfStructure 0.51 0.11 449  <0.001***
TypeOfldiom:TypeOfMeaning -0.08 0.11 -2.32  0.020398*
TypeOfldiom: TypeOfStructure 0.06 0.11 0.11 0.91
TypeOfMeaning: TypeOfStructure -0.09 0.11 -0.68 0.50
TypeOfldiom: TypeOfMeaning: TypeOfStructure | 0.09 0.11 0.43 0.67

Table 3: Summary of cumulative link mixed model statistical results for Experiment 2.

29



Literal Idiomatic

B M B M

[ |
[
|7

(=) (=]
£ £
T T
14 Decomposability © Decomposability
= >
5 = = =)
© «
24 e E3 nD 24 L B4 B
o) @
o Q
Q Q
< <
® L]
2 [ ] L] 2 —‘7
D ND D ND D ND D ND
Literal Idiomatic
B M B M
04-
0.8-
0.3-
0.6-
- Decomposability Decomposability
S 04 []o s 02 [ o
8 m 8 T
0.2- 01-
0.0- 0.0-
246 246 246 246
Acceptability Rating Acceptability Rating

Figure 5: Box plots and density plots portraying the acceptability results of Experiment 2,
split by the three experimental factors: Type of Meaning (literal vs. idiomatic), Type of Idiom
(decomposable vs. non-decomposable), and Type of Structure (baseline vs. modified).
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To ensure that the ratings of the phrases in literal contexts did not somehow confound our
results, we also examined the idiomatic contexts in isolation (i.e., Type of Meaning =
Idiomatic), but still found no significant interaction between Type of Idiom (decomposable vs.

non-decomposable) and Type of Structure (baseline vs. modified), as can be seen in Table 4.

Contrast B SE z p
TypeOfldiom - 0.57 0.16 3.63  <0.001%**
TypeOfStructure 059 016 379  <0.001%**
TypeOfldiom: TypeOfStructure - -0.03 0.15 -0.23 1.64

Table 4: Summary of cumulative link mixed model statistical results for Experiment 2 for
idiomatic contexts only.

3.3.4 Discussion

As can be seen in Tables 3 & 4 and in Figure 5, the effect of Type of Idiom (decomposable
vs. non-decomposable) was not found to be significantly larger under fronting than in baseline
structure, such that the effect could not be attributed to the syntactic inflexibility of non-
decomposable idioms (i.e. to their difficulty to undergo fronting) as compared to decomposable
idioms. Thus, this experiment did not provide evidence that non-decomposable idioms are less
inclined to undergo fronting than decomposable idioms, but only that they are judged as less

acceptable overall.

The effect of Type of Meaning (literal vs. idiomatic) was also not found to be significantly
larger under fronting than in baseline structure, such that it could not be attributed to the
syntactic inflexibility of idioms (i.e., to their difficulty to undergo fronting) as compared to
non-idioms. Thus, this experiment did not provide evidence that idioms are less inclined to
undergo fronting than literal phrases in Hebrew, but only that they are judged as less acceptable

overall.

These results largely mirror those of Experiment 1 for pronominalization, except for the
interaction between Type of Idiom and Type of Meaning, which was found to be significant

here, but not in Experiment 1.

3.4 Experiment 3: Adjectival Modification

Experiment 3 tested the effects of decomposability and idiomaticity on Adjectival
Modification. In an early and influential paper, Ernst (1981) distinguishes between three types
of adjectival modification: internal, external, and conjunction. In internal modification, the
adjective which syntactically attaches to the idiom-internal noun phrase also semantically

modifies its idiomatic denotation. For example, for the idiom spill the beans (fig. ~ ‘divulge
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the secret’), one can arguably “spill the political beans”, with political semantically modifying
the idiomatic denotation of beans, such that the meaning of the expression can be roughly
understood as ‘divulge the political secret’. In external modification, on the other hand, while
the adjective syntactically attaches to the idiom-internal noun phrase, it does not modify its
idiomatic denotation, but rather that of the entire phrase. For example, for the idiom kick the
bucket (fig. ~ ‘die’), one can arguably “kick the political bucket”, but political does not
semantically modify the idiomatic denotation of bucket (which does not exist), but rather that
of the phrase as a whole, such that the phrase can be paraphrased as “politically, kick the
bucket”. In conjunction modification, as in internal modification, the adjective semantically
modifies the denotation of the noun to which it syntactically attaches, but under its literal
interpretation rather than its idiomatic one. For example, for the idiom bite one’s tongue (fig.
~ ‘hold back from saying something’), someone on the verge of dehydration can be said to
“bite his thirst-swollen tongue”, with thirst-swollen modifying the literal tongue of the party in
question (rather than any idiomatic denotation which it could potentially hold). In order to
account for the semantic computation of these different types of modification, Ernst argues in
favor of a two-level semantic representation of idioms, consisting of a literal and an idiomatic
level with links between them, and adjectives able to “raise” from the literal to the idiomatic

level when necessary.

For the purposes of our current research, we focus on internal and external modification, rather
than on conjunction modification, as the distinction between decomposable and non-
decomposable idioms is to do with the difference in their pattern of idiomatic association.
Generally speaking, non-decomposable idioms should not be able to undergo internal
modification, as an idiom chunk must carry individual idiomatic meaning for it to be
semantically modified at the idiomatic level — as argued, e.g., by Nunberg et al. (1994) and
McClure (2011). Nediger (2017) similarly notes that if the idiom chunk in question has no
idiomatic reference, it cannot denote a set with which the set denoted by a restrictive adjective
can intersect. Non-decomposable idioms could however generally be able to undergo external
modification, as such modification semantically targets the phrase as a whole, and the entire
non-decomposable phrase has an idiomatic denotation. As our aim was to distinguish between
the behavior of decomposable and non-decomposable idioms in terms of syntactic flexibility,
we opted to construct experimental sentences which consisted of internal modification (i.e., we

tried to ensure that the adjectival modification employed was not adverbially paraphrasable,
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particularly for non-decomposable idioms) in order to examine whether decomposable idioms

do in fact allow for such modification and non-decomposable idioms do not, as predicted.

In light of all this, we would expect to find a three-way interaction between Type of Idiom,
Type of Meaning, and Type of Structure: while all experimental phrases are expected to behave
similarly in literal contexts (modifying literal phrase chunks should not be problematic), in
idiomatic contexts non-decomposable idioms are expected to be rated less acceptable than
decomposable idioms when modified, as opposed to in canonical form (where no semantic

restrictions are expected to be imposed on idiom chunks).

The final point we wish to address here is, that while any given idiom may generally allow for
a specific type of modification, this does not mean that just any adjective will do. As noted by
Ernst (1981), the selected modifier must also fit into the metaphor denoted by the idiom.
Nediger (2017) illustrates this in more detail, arguing that the fact that one can “open a big can
of worms” but not “spill the big beans” (despite the idiomatic denotation of beans, ~‘secret’,
allowing for modification by ‘big’) may be due to the latter idiom’s metaphorical association
schema: the magnitude of the secret may be metaphorically associated with the number of
beans, rather than their size*. Ernst and Nediger both argue that such ruling out of modifiers is
made on pragmatic grounds rather than semantic ones — that is, while modification may be
generally licensed semantically (e.g., a certain idiom may allow internal modification in
principle), certain modifiers may be ruled out pragmatically (i.e., may not fit into the metaphor
denoted by the idiom). As we are interested in assessing the semantic acceptability of
adjectivally modifying decomposable and non-decomposable idioms, we made effort to
carefully select our modifiers so as to ensure that they are not ruled out on pragmatic grounds.
Hence, we consulted again with the billion-token Hebrew corpus heTenTen 2014 to find
adjectives with at least some attested uses in modifying the relevant idiom (rare as they may
be), and when this was not possible (some non-decomposable idioms yielded zero modified
results), we consulted with other native speakers of Hebrew to select as pragmatically plausible

adjectives as possible.

3.4.1 Design and Materials
As in Experiments 1 and 2, eight sets of eight sentences each were constructed involving three

factors: (1) Type of Idiom: Decomposable or Non-Decomposable; (2) Type of Meaning:

4 We note that the difference in number between the literal chunk and its idiomatic interpretation could
potentially play a part in this discrepancy. The fact that the two compared idioms differ in definiteness could
also potentially be a factor.
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Literal or Idiomatic; and (3) Type of Structure: Baseline or Modified (Adjectivally Modified),
resulting again in eight conditions per set: (a) DLB, (b) DLM, (c¢) DIB, (d) DIM, (e) NDLB,
() NDLM, (g) NDIB, and (h) NDIM. Again, pragmatically suitable literal and idiomatic
contexts were constructed for each idiom to support the appropriate reading of each sentence

in the set.

One such set is illustrated below, for the same paired decomposable and non-decomposable
idioms, kataf et ha-perot (lit. ‘pick the fruits’, fig. ‘enjoy one’s achievements’) and axal et ha-
kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake’), which were used for illustration in

Experiments 1 and 2.

4

Decomp. | kataf et ha-perot (lit. ‘pick the fruits’, fig. ‘reap the rewards’)

Subset

context biglal ha-Sitfonot lo nitan  haya lekayem  ha-Sana katif
because.of the-floods NEG possible was conduct.INF the-year fruit.harvest
mexani.
mechanical.
‘Because of the floods, it was impossible to conduct a mechanical fruit harvest
this year.’

(a) literal | ha-po’el  ne’elac liktof et ha-perot.

baseline | The-worker forced.UNACC pick.INF ACC the-fruits.
‘The worker was forced to pick the fruits.’

(b) literal | ha-po’el  ne’elac liktof et ha-perot ha-bselim.

modified | The-worker forced.UNACC pick.INF ACC the-fruits the-ripe.
‘The worker was forced to pick the ripe fruits.’

context | nesi rusya haya ha-marvi’ax  ha-ikari me-ha-hitarvut
president.GEN russia was the-beneficiary the-main from-the-intervention
ha-cvait  be-surya.
the-military in-syria.
‘The Russian president was the main beneficiary of the military intervention in
Syria.’

(c) putin heskil  liktof et ha-perot.

idiomatic | putin wizened pick.INF ACC the-fruits.

baseline | ‘Putin managed to reap the rewards.’

(d) putin heskil  liktof et ha-perot ha-mediniyim.

idiomatic | putin wizened pick.INF ACC the-fruits the-political.

modified | ‘Putin managed to reap the political rewards.’
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Non- axal et ha-kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake’)

Decomp.

Subset

context | kiviti Se-ha-tarsis neged asim yacil et  ha-kova ha-yarok seli
hoped.1SG that-the-spray against moths save.FUT ACC the-hat the-green of.1SG
aval le-ca’ari hulo asaet ha-avoda.

but to-sorrow.GEN.1SG it NEG did ACC the-job.
‘I hoped the anti-moth spray would save my green hat but sadly it didn’t do the
job.’

(e) literal

ha-as hespik le’exol et ha-kova.

baseline | The-moth made.it eat.INF ACC the-hat.
‘The moth managed to eat the hat.’

(f) literal | ha-as hespik le’exol et ha-kova ha-yarok.

modified | The-moth made.it eat.INF ACC the-hat the-green.
‘The moth managed to eat the green hat.’

context | havtaxoteha Sel ha-xevra lefate’ax  rexev otonomi laxalutin
promises.GEN of the-company develop.INF vehicle autonomous completely
ad sof 2022 hitbadu.
by end 2022 disprove.PASS.
‘The company’s promises to develop a completely autonomous vehicle by the
end of 2022 proved false.’

(2) ha-xevra ne’elca le’exol et ha-kova.

idiomatic | The-company forced.UNACC eat.INF ACC the-hat.

baseline | ‘The company was forced to eat its hat.’

(h) ha-xevra ne’elca le’exol et  ha-kova ha-texnologi.

idiomatic | The-company forced.UNACC eat.INF ACC the-hat the-technological.

modified | ‘The company was forced to eat its technological hat.’”

The experimental items were distributed into four lists in a manner similar to that described for

Experiment 1 and 2, with each list including a total of 48 sentences: 16 experimental items,

and 32 filler items of parallel length. Some of the fillers from the previous experiments were

altered in order to incorporate acceptability violations of a nature more similar to that of the

adjectival modification in question. Thus, the 8 fillers consisting of relative clauses from

Experiment 2, as well as 4 of the fillers consisting of direct object resumptive pronouns, were

replaced by 4 fillers involving possessive datives with an intransitive verb (argued to be

impossible in Hebrew), 4 fillers involving a strict reading of an anaphor in ellipsis constructions

5 Note that the modification here can indeed not be paraphrased as ‘technologically, eat its hat’.
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(argued to be less salient than the sloppy reading and only weakly acceptable), and 4 fillers
involving unnatural ordering of adjectives in Hebrew (as shown by Trainin & Shetreet 2021).
The length of all filler sentences and contexts was also altered in order to mirror those of the
experimental items, which proved to be shorter in Experiment 3 (as adjectival modification did
not necessitate a polarity context, as opposed to pronominalization and fronting). The
distribution of idiomatic phrases in fillers was again maintained in order to match that of the
experimental items. For a complete list of experimental sets and fillers used in Experiment 3,

see Appendix D.

3.4.2 Participants and Procedure

The experiment was set up in a similar manner to that described for Experiments 1 and 2. All
in all, 67 native speakers of Hebrew took part in the experiment, 65 of which were recruited
via Facebook and received 15 for participation. Pre-screening filters were again set to only
include participants aged 18-35 whose first language was Hebrew, and who were situated in

Israel.

3.4.3 Results

As in Experiments 1 and 2, we ran Cumulative Link Mixed Models (CLMMSs) for statistical
analysis, sum-coding across all three manipulated factors (Type of Idiom, Type of Meaning,
and Type of Structure). 7 participants whose ratings for the three best or three worst filler items
deviated significantly from the overall mean of these items across participants (either on
average, or on more than one occasion) were excluded from the study, resulting in a total of 60

participants, as in Experiments 1 and 2.

According to the CLMM fit, a main effect was found for two of the three factors: Type of
Idiom, and Type of Meaning. That is, decomposable idioms were judged to be significantly
more acceptable overall than non-decomposable idioms (p<0.001), and literal phrases were

judged to be significantly more acceptable overall than idiomatic phrases (p<0.001).

In addition, a significant interaction was found between Type of Meaning and Type of Structure
(p=0.0377), such that modified phrases were judged to be significantly less acceptable than
phrases in their canonical form in idiomatic contexts, but not so in literal contexts, as illustrated
in Figure 6. Thus, this experiment provides evidence that idiom chunks are less inclined to

undergo adjectival modification than are literal nouns in Hebrew.

No other significant interaction was found between the factors, as shown in Table 5. The results

are also illustrated in Figure 7.
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Figure 6: Box plots and density plots portraying the interaction between Type of Meaning

(literal vs. idiomatic) and Type of Structure (baseline vs. modified) in Experiment 3.

Contrast

B SE z p
TypeOfldiom 0.59 0.13 4.58  <0.001***
TypeOfMeaning 0.60 0.13 4.64  <0.001***
TypeOfStructure 0.22 0.13 1.71 0.0881
TypeOfldiom:TypeOfMeaning -0.11 0.13 -0.82 0.4139
TypeOfldiom: TypeOfStructure -0.087  0.13 -0.68 0.4994
TypeOfMeaning: TypeOfStructure -0.27 0.13 -2.08 0.0377*
TypeOfldiom:TypeOfMeaning: TypeOfStructure |  0.12 0.13 0.97 0.3333

Table 5: Summary of cumulative link mixed model statistical results for Experiment 3.
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Figure 7: Box plots and density plots portraying the acceptability results of Experiment 3,
split by the three experimental factors: Type of Meaning (literal vs. idiomatic), Type of Idiom
(decomposable vs. non-decomposable), and Type of Structure (baseline vs. modified).

To ensure that the ratings of the phrases in literal contexts did not somehow confound our
results, we also examined the idiomatic contexts in isolation (i.e., Type of Meaning =
Idiomatic), but still found no significant interaction between Type of Idiom (decomposable vs.

non-decomposable) and Type of Structure (baseline vs. modified), as can be seen in Table 6.
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Contrast B SE z p

TypeOfidiom 070 016 441  <0.001%**
TypeOfStructure 050 016 3.17  0.0015%*
TypeOfldiom: TypeOfStructure - -0.21 0.16 -1.36 0.34

Table 6: Summary of cumulative link mixed model statistical results for Experiment 3 for
idiomatic contexts only.

3.4.4 Discussion

As can be seen in Tables 5 & 6 and in Figure 7, the effect of Type of Idiom (decomposable
vs. non-decomposable) was not found to be significantly larger under adjectival modification
than in baseline structure, such that the effect could not be attributed to the syntactic
inflexibility of non-decomposable idioms (i.e. to their difficulty to undergo adjectival
modification) as compared to decomposable idioms. Thus, this experiment did not provide
evidence that non-decomposable idioms are less inclined to adjectival modification than

decomposable idioms, but only that they are judged as less acceptable overall

As in Experiment 1 (and contra Experiment 2), the effect of Type of Idiom (decomposable vs.
non-decomposable) was not found to be significantly larger in idiomatic contexts than in literal
contexts; that 1s, non-decomposable idioms were found to be less acceptable than

decomposable idioms not only in idiomatic contexts, but also in literal ones.

These results largely mirror those of the previous two experiments (pronominalization and
fronting), except for the significant interaction between Type of Meaning and Type of

Structure, which was not found in either of the two previous experiments.

4. General Discussion

4.1 Summary of Experimental Findings
Experiments 1-3 tested the effects of decomposability and idiomaticity on three different
syntactic operations: Pronominalization, Fronting, and Adjectival Modification. The results of

these experiments were as follows:

(i) In all three experiments, idiomatic phrases were judged to be significantly less

acceptable overall than literal phrases.

(i1) In all three experiments, non-decomposable idioms were judged to be significantly less

acceptable overall than decomposable idioms.

(ii1) The difference in acceptability between decomposable and non-decomposable idioms was

not found to be significantly larger under any of the syntactic operations as compared to in
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canonical form, that is, none of the experiments provided evidence that non-decomposable
idioms are less syntactically flexible than decomposable idioms in Hebrew, but only that
they are less acceptable overall. This pattern persisted when examining only idiomatic contexts
in isolation, ensuring that possible issues with our literal experimental sentences were not the

cause of this lack of interaction.

(iv) The difference in acceptability between idioms and literal phrases was found to be
significantly larger under adjectival modification than in canonical form (though the effect was
relatively weak), but this was not the case for pronominalization or fronting; that is, our
experiments provided evidence that idioms are less syntactically flexible than literal
phrases in Hebrew in terms of adjectival modification, but not in terms of

pronominalization or fronting.

(vi) In Experiments 1 and 3, the difference in acceptability between decomposable and non-
decomposable idioms was not found to be significantly larger in idiomatic contexts than in
literal contexts, that is, phrases whose idiomatic meaning is non-decomposable were found
to be less acceptable than phrases whose idiomatic meaning is decomposable not only in
idiomatic contexts, but also in literal contexts. In Experiment 2, this was found to be the case

only in idiomatic contexts, as expected.

4.2 Discussion and Interpretation

We start with the more general implications of our experimental results. First, our results
strongly reinforce the importance of assessing the syntactic flexibility of idioms against a
canonical baseline, as well as against a literal baseline. Had such baselines not been included
in our study, we could have inferred that idioms are significantly less syntactically flexible than
non-idioms, and that non-decomposable idioms are significantly less syntactically flexible than
decomposable idioms in Hebrew, across all tested operations. Including these baselines
allowed us to detect that the drop in acceptability between idioms and non-idioms for two of
the tested operations, and between decomposable and non-decomposable idioms for all of the
tested operations, was present regardless of syntactic modification, and thus should not so
readily be attributed to syntactic inflexibility. These findings cast some doubt on the results of
previous experiments which did not include such baselines, or at least on their interpretation,

and suggest that they should perhaps be revisited.

Second, while we did not find decomposability to be significantly correlated to syntactic

flexibility as predicted, it is also not the case that the distinction between decomposable and
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non-decomposable idioms was found to be irrelevant. Our improved decomposability
classification task showed that it is generally possible to classify at least a subsection of idioms
according to their decomposability (or lack thereof), and our experimental results showed that
this classification is relevant to overall acceptability. As for idioms which were not
straightforwardly classified into either category, their behavior might be a subject of interest

for future research.

Third, our results seem to reinforce the notion, put forth by Tabossi et al. (2009) and Wierzba
et al. (2023a), that providing a suitable pragmatic context for idioms can improve their
acceptability (both generally, and specifically under modification) and ensure that it is not
underestimated due to lack of pragmatic motivation for the use of a given idiom or syntactic
structure. This is reflected in the relatively high overall acceptability ratings received by both
decomposable and non-decomposable idioms in both baseline and pronominalized
constructions, across all three tested operations — as can be seen in Table 4. That being said,
we did not compare our experimental sentences, which included a discourse context, to ones
with a minimal context (as in Tabossi et al. 2009), nor did we compare different types of
discourse contexts (as in Wierzba et al. 2023a), and hence this only a rather general observation.
Assuming however that suitable discourse contexts are part and parcel of natural language use
and comprehension, this may imply that previous experiments which did not provide sufficient
contexts could have potentially overstated the effects of idiomaticity and syntactic flexibility
(as for decomposability, we see no reason to believe that decomposable idioms and non-

decomposable idioms should be dissimilarly affected in this regard).

Condition Experiment 1 Experiment 2 Experiment 3
M SD M SD M SD
DLB 6.06 1.66 5.76 1.80 6.28 1.42
DLM 5.70 1.52 5.35 1.79 6.29 1.36
DIB 5.72 1.64 5.85 1.44 5.94 1.65
DIM 5.06 1.78 5.05 1.99 5.53 1.85
NDLB 5.59 1.83 5.82 1.69 5.60 1.94
NDLM 5.37 1.80 5.31 2.00 5.78 1.90
NDIB 5.03 1.90 5.09 2.06 5.35 1.76
NDIM 4.02 1.90 4.15 2.06 3.85 2.23

Table 4: Means and Standard Deviations by Condition for each of the three experiments,
with conditions split into D=Decomposable and ND=Non-Decomposable, L=Literal and
I=Idiomatic, and B=Baseline and M=Modified.

In addition to these general implications, our experimental results also give rise to several

questions, which we will try to address in order:
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(1) Why are idiomatic phrases less acceptable than literal phrases in general, that is, not only

under syntactic manipulation, but also in canonical form?

One possible answer is that it is not their syntactic inflexibility, but rather some other
characteristic property of idioms, that renders them generally less acceptable than literal
phrases. Informality, for example — that is, the fact that idioms are normally associated with
more colloquial registers (as noted, e.g., by Nunberg et al. 1994) — could potentially hinder the
perception of their acceptability by experiment participants. Alternatively, the more specific
and nuanced nature of idiomatic expressions as compared to literal phrases may render it more
difficult to provide them with fully suitable pragmatic contexts within the framework of a
structured experiment (despite our efforts to construct as appropriate discourse contexts as
possible). Vega-Moreno (2002), for example, attributes the deficiency of idiom paraphrases to
the fact that idioms often encode more complex information (such as manner, attitude, etc.)
which their so-called literal parallels do not. This notion received some support in the last part
of our decomposability classification task, where participants were asked to explain the
meaning of idioms in their own words. Their aggregated responses suggest that idioms do in
fact incorporate rather specific implications, to do with their proverbiality and their affective
stance. For example, the decomposable idiom salal et ha-derex (lit. ‘pave the way’, fig. ‘create
the conditions’) was argued to entail not just that conditions are created for something, but also
that the act of creating is a pioneering one (“the first to do s0’) and that the conditions created
are of a positive nature; meanwhile, the non-decomposable idiom kipe! et ha-zanav (lit. ‘fold
the tail’, fig. ‘back down’) was argued to entail not just retreat, but such that necessarily

involves fear, humiliation and shame.

(i1)) Why are non-decomposable idioms less acceptable than decomposable idioms in general,

that is, not only under syntactic manipulation, but also in canonical form?

Though the experimental setup was slightly different, a significant effect of decomposability
in canonical baseline was also found by Wierzba et al. (2023b) for English. When speculating
on the reasons behind the emergence of such an effect, Wierzba et al. suggest that it may have
been the result of differences in the familiarity of the decomposable and non-decomposable
idioms examined. However, as in the current study we controlled for the familiarity of the two
idiom groups, this explanation is called into question. An alternative explanation could be that
the non-compositional nature of non-decomposable idioms renders them less acceptable than
decomposable idioms in some fundamental way — that is, perhaps because linguistic

computation is by and large compositional, non-compositional phrases could be deemed less
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acceptable because they do not follow the “standard” process of interpretation. Nunberg et al.
note that “to the extent that compositional semantic analysis of an idiomatic expression is
possible, a lexical analysis, i.e. an analysis that posits interpretationally independent words
combining by general syntactic principles, is to be preferred”’(508). The slower processing
times of non-decomposable idioms as compared to decomposable idioms (as found, e.g., by
Gibbs & Nayak 1989) could perhaps be another indicator of this fundamental difference

(though processing speed and acceptability do not necessarily have to be correlated).

(ii1)) Why were non-decomposable idioms not found to be less syntactically flexible than

decomposable idioms for any of the tested operations?

As aforementioned, one of the reasons for this lack of interaction was that non-decomposable
idioms were found to be less acceptable than decomposable idioms not only under syntactic
manipulation, but also in canonical form. However, even if non-decomposable idioms are for
some reason generally less acceptable than decomposable idioms, one would still expect
syntactic modification to have a further effect on acceptability which is significantly larger for
non-decomposable idioms than for decomposable idioms, assuming that the syntactic
modifications in question impose semantic restrictions on idiom constituents, and that non-
decomposable idioms violate these restrictions, as their constituents have no independent

reference.

The first possible explanation is, of course, that the absence of an effect could be down to
methodological limitations in our study leading to a Type II error; that is, that we were unable
to detect the effect of decomposability on syntactic flexibility despite its existence. The fact
that the gap between idioms in baseline and modified form was in fact found to be larger for
non-decomposable idioms than for decomposable idioms across all three operations, just not
in a statistically significant way, could perhaps point in this direction. In order to assess this
possibility, further research is necessary which would either provide greater statistical power®,
or improve on the experimental setup (e.g., by attempting to homogenize the set of examined
idioms along further dimensions, such as informality or transparency; by pretesting discourse
context effects; etc.). However, the fact that the absence of an effect was also found in previous

experiments in other languages (e.g., Wierzba et al. 2023a,b for English; Tabossi et al. 2008

® A significant (though weak) three-way interaction was in fact found in a post-hoc analysis of all three
experiments combined. For details on these results and their tentative implications,
see https://doi.org/10.16995/glossa.23489 (footnote added December 2025).
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for Italian) suggests that perhaps the syntactic inflexibility of non-decomposable idioms is a

less robust cross-linguistic finding than predicted.

Assuming then that our results do indicate that non-decomposable idioms are not significantly
less syntactically flexible than decomposable idioms (or at the very least are far more
syntactically flexible than predicted by the theories under examination), the question of how it
is possible for non-decomposable idioms to be interpreted under syntactic modification needs

to be addressed.

One possible answer is that the syntactic operations we examined are not as semantically
restrictive on idioms as we predicted. Certain languages, for example, have been argued to
allow for a form of object fronting termed pars pro toto fronting, where though only a chunk
of the phrase is syntactically fronted, it is in fact the entire phrase that is semantically
topicalized or emphasized (e.g., Fanselow 2004 for German). Such fronting may be expected
to be compatible with non-decomposable idioms, as the fronted constituent fulfills no
discourse-semantic function in and of itself, and thus no semantic restrictions are expected to
apply to it. If it can be shown that Hebrew allows for pars pro toto fronting in general, that is,
that other non-referential constituents can be fronted in the same manner, it could potentially
explain why non-decomposable idioms are able to undergo fronting. Alternatively, it could
perhaps be the case that non-decomposable idioms are able to “coerce” a pars pro toto fronting
reading by virtue of their phrasal meaning — that is, the fact that a fronted non-decomposable
idiom chunk is not an individually meaningful yet non-referential constituent, but rather an
individually meaningless constituent which can only be interpreted as part of a verb phrase,
may facilitate a pars pro toto reading of fronting as a sort of last resort interpretation

mechanism.

Similarly, for adjectival modification, while we attempted to construct experimental sentences
which involved internal modification (ruling out the possibility of external modification by
avoiding adverbial paraphrasability), and thus expected non-decomposable idioms to be
significantly less acceptable than decomposable ones, it is possible that some form of external
modification could still be achieved. Ernst (1981), though he adverbially paraphrases the
external modifiers he lists in his paper, in practice defines external modification more broadly
as “domain delimitation”, that is, modification that specifies the domain to which the idiom is
to apply. To take an example from our experimental set, for the non-decomposable idiom axa/
et ha-kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake’), if a company’s forecasts were proven

wrong and it is said to “eat the technological hat”, while this cannot be paraphrased as
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“technologically, eat the hat”, it can still potentially have the interpretation “in the
technological domain, eat the hat”. Such a definition of external modification is, however,
overwhelmingly broad, and imposes virtually no restrictions on idiom modification (Ernst
himself concedes that “almost anything can be put in the position modifying the noun if, in
context, it defines a domain” (62)). Moreover, while external modification which is adverbially
paraphrasable is also found in non-idiomatic contexts (e.g., ‘an occasional sailor passed by’ ~
‘occasionally, a sailor passed by’, ‘drink a quick cup of coffee’ ~ ‘quickly, drink a cup of
coffee’), more general domain delimitation, if applicable, seems to be unique to idioms (or
alternatively redundant, as argued by Ernst, as it is often “cognitively synonymous” with

internal modification in cases where the latter is possible).

As for pronominalization, pronouns by definition must receive their interpretation from a
relevant DP antecedent. The question then is, how can non-decomposable idiom chunks serve
as antecedents for pronouns, considering they have no independent reference or meaning? One
possible answer is that the figurative level of meaning, which exists for idioms but not for
literal phrases, could potentially facilitate idiom interpretation despite semantic restrictions on
constituents seemingly not being met. That is, one could conceive of the following stages of
semantic computation: first, co-reference between an antecedent idiom chunk and the relevant
pronoun is determined, as it is for literal phrases (e.g., under identity). For a non-referential
antecedent, co-reference with the pronoun should result in a semantic mismatch, as the pronoun
requires its denotation to be referential. For a literal chunk, there is no way to resolve this
mismatch, as all interpretation mechanisms have been exhausted; but for a non-decomposable
idiom chunk, the semantic mismatch could potentially be circumvented by the overall
figurative meaning of the idiom — that is, the co-occurrence of idiom chunks in the proper
configuration (albeit one of them through co-reference) could nonetheless allow for the
interpretation of the full non-decomposable idiom meaning to emerge. If this is indeed the case,
it would perhaps be interesting to try and compare in future research pronominalization of the
kind we assessed here, where the relevant pronoun is found within the environment of its
neighboring idiom chunks (e.g. ‘He thought he’d missed the boat, but he didn’t miss it”) with
pronominalization where it is not (e.g. ‘After missing the boat again, he decided to give it up

completely”).

Regardless, our results seem to point in the direction that non-decomposable idioms should not

be treated as frozen or inflexible entities, and that any representation of both decomposable and
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non-decomposable idioms should generally allow for their syntactic flexibility. We return to

the implications of this on idiom storage and representation in the following section.

(iv) Why were idiomatic phrases not deemed less syntactically flexible than literal phrases for

pronominalization and fronting, but were for adjectival modification?

The fact that for two of the syntactic modifications we assessed, idioms were not found to be
significantly less syntactically flexible than literal phrases, seems to suggest, again, that idioms
should generally be afforded syntactic flexibility. These results also largely mirror those of
Wierzba et al. (2023b) for English, who only found a larger contrast between idioms and non-
idioms than in canonical form for a few of their tested operations (excluding pronominalization,

for example).

The fact that idioms were found to be less syntactically flexible than literal phrases for
adjectival modification specifically could perhaps suggest that lexical insertion-type
modifications are more restrictive for idioms — potentially because, contra co-reference or
movement-type operations, they intervene between idiom constituents upon entering the
derivation (assuming adjectives are not introduced counter-cyclically via Adjoin-like
operations), which could potentially complicate their interpretation both under componential
storage assumptions (interfering with co-occurrence relations) and under full idiom storage

assumptions (as the adjective is not present in the idiom’s lexical entry).

(vi) Why were non-decomposable idioms found to be less acceptable than decomposable

idioms not only in idiomatic contexts, but also in literal contexts?

There are several possible explanations for this rather puzzling finding. First, there was a
specific non-decomposable idiom, namely pasat et ha-regel (lit. ‘stretch the leg’, fig. ‘go
bankrupt’), which consistently received low ratings in literal contexts, most likely due to the
fact that its literal use is of a rather high register, which was deemed unnatural by some
experiment participants. Exclusion of the two relevant experimental items from our analysis
did in fact render the gap between decomposable and non-decomposable idioms much smaller
in literal contexts, though the interaction between idiomaticity and decomposability remained
insignificant (despite a much improved p-value). Future research which opts to utilize idioms

with a literal reading might thus consider controlling for the naturality of literal uses.

Second, because the majority of the non-decomposable idioms in our experimental set involved
direct objects which are inalienable possessions (i.e., body parts), these may have been less

amenable to certain syntactic operations than to others. Thus, for example, for a phrase like
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daxaf et ha-af (lit. ‘push the nose’, fig. ‘interfere’), the fact that one has only one nose may
make it more difficult to modify it through use of a restrictive adjective (though effort was
made to construct contexts where such restriction was nonetheless plausible). Similarly, the
fact that one’s nose is an inalienable possession may make it less natural to refer to it using a
pronoun in contrastive contexts where two separate entities are juxtaposed (e.g., ‘X didn’t push
the nose, Y pushed it”); while this was not the case in most of our experimental sets, 3 of the 8
sets did include such contexts, which we originally deemed acceptable. Removing the three
relevant items, in addition to the items involving pasat et ha-regel, rendered the interaction
between idiomaticity and decomposability significant. Fronting, on the other hand, may not
raise any special issues for inalienable possession DPs — which could explain why non-
decomposable idioms were not judged less acceptable than decomposable idioms in literal

contexts in Experiment 2, but were in Experiments 1 and 3.

4.3 Implications for Idiom Storage and Representation

While it is beyond the scope of this paper to go into the finer details of the various theories of
idiom storage and representation that have been suggested throughout the linguistic years
within generative grammar, these can generally be classified into several groups, which we will
try to broadly address in terms of their overall compatibility with our results. As briefly outlined
in the introduction, these differ along the dimensions of componential vs. full idiom storage,

as well as pre-syntactic vs. post-syntactic lexical insertion.

First, as our results support the notion that idioms in general, and non-decomposable idioms in
particular, should not be treated as syntactically inflexible entities, what seems to be clear from
the offset is that representing idioms as units or constructions which enter the syntactic
derivation with their parts inaccessible is not advisable. Thus, for example, representational
theories like that put forth by Nunberg et al., which suggest that decomposable idioms and non-
decomposable idioms warrant fundamentally different modes of storage — the former consisting
of separate lexical items which combine like standard compositional phrases, and the latter
consisting of holistic constructions which enter the derivation — do not seem justified. Such a
representation is meant to explain “the strong correlation between semantic analyzability and
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‘transformational productivity’”’(508), and this correlation does not seem to be borne out to the

extent suggested.

As for theories which purport that all idioms (or at least all phrasal idioms, as in Horvath &

Siloni 2019) should be componentially stored, these seem better equipped to account for the
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general syntactic flexibility of non-decomposable idioms (and of idioms in general) supported
by our study. Under such theories, idiomatic meaning is argued to be listed under the parts of
the idiom for non-decomposable idioms, as well as for decomposable idioms. An example of
one such possible formulation (taken from Everaert 2010) for the non-decomposable idiom
kick the bucket is shown in (5), according to which kick can be associated with the figurative
meaning ‘die’, provided bucket serves as its object under a null interpretation, and vice versa.
Without going into the argument of whether the co-occurrence restrictions necessitated by such
theories should involve semantic, syntactic or lexical selection, the fact that the parts of non-
decomposable idioms are generally accessible for syntactic manipulation (and thus can in
theory be moved, referred to, or modified by an adjective, all things being equal) seems to be

more in line with our experimental results.

®) kick, wmranmNG: ‘kick’
SYNTAX: [- (NP)]
b. kick, wmeaNiNG: ‘die’
SYNTAX: [ - the bucket,)
a. bucket, MraNING: ‘bucket’
SYNTAX: -
b. bucket, MEANING: -

sYNTAX: | kick, -]

As for explaining why non-decomposable idioms were found to be generally less acceptable
than decomposable idioms, it could potentially be argued under such theories that the
composition of a verb with a null-meaning object (or with a redundant object, as in Bargmann
& Sailer 2016) is unnatural (as noted by Everaert 2010) and hence less acceptable. This is in
effect another way of saying that non-decomposable idioms could be generally less acceptable
than decomposable idioms because their non-compositional nature is in some ways deviant. As
for why idioms should be generally less acceptable than literal phrases, these theories do not
seem to provide any further natural explanation, as figurative subsenses are listed on a par with
literal subsenses, and thus do not seem to differ from them in any fundamental way (unless

listed meanings are somehow ordered).

The fact that associations between the literal and figurative levels of meaning of idioms do not
seem to be directly encoded in such theories could also potentially raise some issues with
regards to operations which presumably involve both levels. Conjunction modification, for

example, requires access to both the literal denotation of the modified chunk as well as the
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idiomatic denotation of the entire phrase (as briefly outlined in section 3.4). Though we did not
examine such modification in the current study, the fact that it could have implications for
idiom representation might warrant assessing its acceptability in future research. Similarly,
determining whether a certain adjective fits into the metaphorical association schema of an
idiom could also require access to both the literal and figurative meanings of idiom
constituents; to return to the example briefly outlined in section 3.4, in order to determine that
“spill the big beans” is unacceptable, it is presumably not enough to assess only the idiomatic
denotation of beans (as ‘secret’ can in fact be modified by ‘big’), but also its literal denotation
and the relation between the two denotations (though this could arguably be treated
pragmatically rather than semantically). Componential storage theories may still be able to deal
with such issues, though it may warrant a more complex representation of the way meaning is

encoded in lexical items than merely listing literal and figurative meanings on a par.

So far we have addressed lexicalist approaches, that is, approaches where lexical insertion is
thought to be pre-syntactic (i.e., lexical items, which encode, among others, semantic
information, serve as input to the derivation). Non-lexicalist theories, such as Distributed
Morphology (e.g., Marantz 1997, Harley 2014), on the other hand, assume late insertion — that
is, what enters the derivation are not lexical items, but rather ‘roots’, which encode
morphosyntactic features but not semantic (or phonological) information. These roots receive
their semantic interpretation post-syntactically via what is termed the Encyclopedia, which lists
the conventional (or “non-compositional””) meanings of roots relative to their syntactic context.
As all meaning interpretation is argued to be conventional and contextual, and as the meaning
of units which span the sub-word, word and phrase levels are interpreted in a similar fashion
(thus blurring the bifurcation between words and phrases), such theories are often argued to be

especially suitable for accounting for idioms and their behavior.

Setting aside the fundamental theoretical arguments between lexicalist and non-lexicalist
frameworks, Distributed Morphology also seems to be generally equipped to account for the
general syntactic flexibility of idioms (and specifically non-decomposable idioms), as all
phrases are built derivationally (albeit by roots) and hence their parts are generally accessible
for syntactic operations. Post-syntactically, DM theories must also specify the context under
which idiom parts receive their figurative interpretation (which can be achieved in a way that
is not fundamentally different from the co-occurrence restrictions detailed in (5), through what
is often termed “contextual allosemy”). Thus, as in lexicalist componential-storage theories of

idioms, so long as the parts making up the idiom can be found in the relevant context at LF,
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the figurative interpretation of idioms should generally be accessible regardless of syntactic
manipulation; meanwhile, additional semantic restrictions on idiom chunks in specific

configurations could be similarly imposed and assessed at the interfaces.

Seeing however as all meaning is argued to be conventional and contextual, such theories do
not provide any further natural explanation as to what should render idioms generally less
acceptable than literal phrases, as there is in essence no fundamental difference between literal
and figurative meaning; or what, for that matter, should render non-decomposable idioms
generally less acceptable than decomposable idioms, considering all information listed in the
Encyclopedia is “non-compositional”. Finally, as DM theories too do not seem to encode the
association between literal and figurative meaning levels in any direct way, they may also run

into issues regarding operations which target both levels and the relation between them.

The final theory of idiom storage and representation we would like to address is that put forth
by Nediger (2017), which is in many ways a hybrid theory: while it adopts the basic
assumptions of lexicalism under a minimalist framework, it incorporates elements of late
insertion specifically for idiomatic phrases. According to the proposed architecture, idioms are
first built derivationally (using standard minimalist operations), as are literal phrases. The
figurative meaning of idioms, however, is not listed under the lexical items which make them
up, but rather is stored as separate lexical entries, which cannot serve as input to merge. These
constitute syntactic structures (which also encode phonological and semantic information) that
are matched post-syntactically with the derivationally built structure through an “identity-like”
mechanism to allow for idiomatic interpretation (in addition to the literal interpretation attained
through standard composition). As for decomposable and non-decomposable idioms, these do
not fundamentally differ in terms of their modes of storage, but only in the way their figurative
meaning is associated with the structure — for the former it is associated with the parts of the
structure, whereas for the latter it is associated with the structure as a whole, as shown in (6)

for the decomposable idiom break the ice and the non-decomposable idiom kick the bucket.
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(6)

v Vv

/\ [die]

br?ak D N
[relieve] /\ kick D
N

the "I‘ the N
- |
ice
[tension] bucket

As no fundamental distinction between decomposable and non-decomposable idiom storage is
assumed, and as the parts of idioms are generally accessible to syntactic manipulation in light
of the fact that idioms are first built derivationally, Nediger’s architecture also seems to be
generally compatible with our experimental results regarding the general flexibility of idioms
and non-decomposable idioms in particular (so long as figurative meaning can be matched at

Spell-Out).

Meanwhile, while the previous two theories discussed list figurative meanings on a par with
literal meanings (whether pre- or post-syntactically), Nediger’s theory posits a fundamental
difference between literal and idiomatic meaning interpretation (albeit at the price of enriching
the lexicon with another type of lexical entity). This could potentially afford an explanation as
to the general difference between idiomatic phrases and literal phrases, as well as account for
operations which target both levels of meaning or the relation between them (seeing as both
levels “co-exist”). The theory does not however provide any natural explanation as to why non-
decomposable idioms should be generally less acceptable than decomposable idioms, seeing
as both idiom types are composed derivationally in a similar manner, and attain figurative
meaning through the same matching mechanism (that is, no irregular form of composition is

employed for non-decomposable idioms as compared to decomposable idioms).

5. Conclusion

The current study aimed to carry out a systematic examination of the relationship between the
decomposability and the syntactic flexibility of Hebrew idioms, building on previous studies
in other languages. A set of 16 Hebrew VP-idioms which allow for both a literal and figurative
reading, 8 decomposable and 8 non-decomposable, were selected following an improved
decomposability classification task. In a series of three acceptability rating experiments, the

effect of decomposability on three operations involving different mechanisms of syntactic
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modification, namely Pronominalization, Fronting, and Adjectival Modification, was assessed.
In each experiment, decomposable and non-decomposable idioms were paired and arranged
into experimental sets in which each idiom appeared once in its canonical form and once under
the relevant syntactic manipulation, once in a literal context and once in an idiomatic context.
In order to control for possible confounding factors, effort was made to ensure that the
sentences in each set were identically structured, with a preceding discourse context detailing
the intended interpretation (literal/figurative), as well as ensuring that the use of the relevant

idiom and syntactic operation were pragmatically warranted.

The results of our experiments showed that while non-decomposable were in fact deemed to
be significantly less acceptable than decomposable idioms overall, this effect could not be
attributed to their syntactic inflexibility — that is, non-decomposable idioms were found to be
less acceptable than decomposable idioms not only under syntactic manipulation but also in
canonical form, and the gap in the former was not found to be significantly larger than in the
latter. Similarly, while idiomatic phrases were deemed to be significantly less acceptable than
literal phrases overall, the effect could not be attributed to the syntactic inflexibility of idioms
— that is, idioms were found to be less acceptable than literal phrases not only under syntactic
manipulation, but also in canonical form — except for adjectival modification, for which idioms

were found to be less acceptable than literal phrases only when syntactically modified.

These results, we argued, do not support the claim that non-decomposable idioms should be
represented as fundamentally inflexible phrasal entities, whereas decomposable idioms should
be represented as normally compositional phrases (as suggested by Nunberg et al. 1994). As
for the claim that what accounts for the syntactic inflexibility of non-decomposable idioms is
semantic restrictions imposed on its constituents, our results suggest that either said restrictions
are not as constraining as predicted (at least in Hebrew), or that non-decomposable idioms are
somehow able to “circumvent” these restrictions by virtue of their phrasal meaning. These
results, we argued, could potentially be compatible with both lexicalist theories that claim
idiomatic meaning to be componentially stored for all idioms, late insertion theories which
claim all lexical interpretation to be post-syntactic and contextual, and hybrid theories which
claim literal meaning to be derivational and compositional and idiomatic meaning to be post-
syntactically matched. The latter theories, we argued, may be better equipped at handling
phenomena which target both literal and figurative meaning levels, albeit at the price of
enriching the lexicon. The fact that they stipulate fundamentally different modes of

interpretation for literal and idiomatic phrases could also potentially have the advantage of
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explaining why idioms differ from literal phrases in general, though other, more general idiom
properties, such as informality and nuanced meaning, were suggested as alternative

explanations.

The current study offers several directions for future research. First, and perhaps most
evidently, it would be valuable to expand the list of syntactic operations assessed in order to
see if the findings of our experiments (namely, that the reduced acceptability of non-
decomposable idioms cannot be easily attributed to their syntactic inflexibility) holds for other
syntactic operations as well. This could potentially include operations such as passivization
(provided only idioms consisting of verbs with a passive form are selected), nominalization
(which arguably involves a different mechanism of modification than the ones assessed),
adverbial modification (which may potentially target the entire verb phrase), and relativization.
Comparing pronominalization in which the pronoun is found in the environment of its
neighboring idiom chunks with pronominalization where it is not may also be of value in order
to assess if and how non-decomposable idioms are able to bypass semantic restrictions
presumably imposed by pronominalization, as argued in section 4.2; meanwhile, assessing the
acceptability of idioms under conjunction modification may also be worthwhile, as it could
potentially have implications for idiom storage and representation by virtue of its access to

both literal and figurative meaning levels, as argued in section 4.3.

Second, the set of idioms assessed could itself be expanded to include more complex structures
other than VP-idioms including a definite direct object — whether to VP-idioms including
indefinite direct objects, prepositional complements, or more than one complement; or to
clausal idioms, which have been argued to be stored as holistic units on independent grounds
(Horvath & Siloni 2019), and hence may be predicted to exhibit significantly less syntactic
flexibility.

Third, the results of our study, when compared to those of Wierzba et al. 2023b
(methodological differences aside), seem to suggest that Hebrew may pattern more similarly
to English (in terms of non-decomposable idioms being less acceptable than decomposable
idioms in canonical form as well as under syntactic manipulation) than to German (where this
was found to be the case only under syntactic manipulation). Some authors, such as Bargmann
& Sailer (2018), have argued that the semantic restrictions imposed by various syntactic
operations are highly language specific. Thus, future research, whether it be theoretical or

experimental, may wish to assess this notion more directly, either through more thorough
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examination of the semantic restrictions imposed by certain syntactic operations in a specific
language and their relation to syntactic flexibility, or through comparison of the behavior of
parallel idioms in different languages thought to also differ in terms of the semantic restrictions

imposed in them.

Fourth, there are many other properties relevant to idioms which could either be controlled for
in future research, or assessed as possible factors affecting the behavior of idioms. These
include informality, which we have argued could potentially explain why idioms are deemed
generally less acceptable than literal phrases; transparency (namely, how evident the
relationship between an idiom’s literal and figurative meaning is), which some authors (e.g.
Sheinfux et al. 2019) have argued could be an alternative property relevant to syntactic
flexibility (though most of our idioms, both decomposable and non-decomposable, were

arguably transparent); and more methodical pretesting of discourse contexts.

Finally, it may be interesting to try and compare the behavior of VP-idioms to that of verb
phrases in which the verb receives metaphorical interpretation in context, but which are not
thought to constitute phrasal idioms (e.g., “kill an afternoon”, “drink him with her eyes”), in
order to try and dissect the different ways in which figurative meaning can be associated with
literal constituents (presumably, contextual accommodation vs. listing) and its implications,

beyond the decomposable/non-decomposable distinction.
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Appendix

A: List of idioms used in the experiments

\ Verb Phrase

‘ Literal Meaning

Idioms classified as Decomposable

1.

ps

1di

kataf et ha-perot
ixer et ha-rakevet
hetil et ha-pcaca
Savar et ha-kerax
pirek et ha-xavila
hetir et ha-resen
kara et ha-mapa

salal et ha-derex

axal et ha-kova
hesir et ha-kfafot
kipel et ha-zanav
hidek et ha-xagura
pasat et ha-regel
herim et ha-af

daxaf et ha-af

Savar et ha-Sinayim

‘pick the fruits’

‘miss the train’

‘drop the bomb’

‘break the ice’
‘dismantle the package’
‘loosen the bridle’
‘read the map’

‘pave the way’

oms classified as Non-Decomposable

‘eat the hat’
‘remove the gloves’
‘fold the tail’
‘tighten the belt’
‘stretch the leg’
‘lift the nose’

‘push the nose’

‘break the teeth’

55

‘ Figurative Meaning

~‘reap the rewards’

~‘miss the opportunity’
~‘announce something shocking’
~‘mitigate the tension’
~‘end the relationship’
~‘give free rein’

~‘understand the situation’

~*‘create the conditions’

~‘admit one’s mistake’
~‘prepare to fight’
~‘back down’

~‘cut down on expenses’
~‘go bankrupt’
~‘condescend’

~‘interfere’

~‘struggle to speak’ (in foreign lang.)



B: Experiment 1 - Materials

Experimental sets:

1)
Decomposable | kataf et ha-perot (lit. ‘pick the fruits’, fig. ‘reap the rewards’)
context DOXYT 99 TV M0 Dow 2% nynnyT Yons vt

a. lit. baseline

179 IR AUP° T2WAW MY N0

b. lit. modified

ONIR QLR XY X117 °NYNOTY 22K MO DR MLP° TWIW M1 N7

context

oW1 77297 79 9202 PR KT D0 M9 SnynoYT DT DN hwowd

c. id. baseline

M5 IR UP° OrAw 703 N0

d. id. modified

OMIR AP XD X177 °NYN9T7 22K NP5 DX N0p° araw mua N>

Non-Decomp.

axal et ha-kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake’)

context

2057 DN 10102 nmow SaN WY n2v2 9932 NINT DN D

e. lit. baseline

21977 IR PR wWYaw mva °nv

f. lit. modified

MR 9K XD RIT PNYNOTR 2AR Y2190 DR 9K WYOW 703 2N

context

W 79X DN-DINDO VPRI XD U1 TIW DVPWHT TN DN NI DnnN

g. id. baseline

V21977 IR DR WpwHnw mva ni

h. 1d. modified

ANIR 9OR X2 X177 °NYN972 2R Y2137 DR DR WIPWHRnY mva SN

2
Decomposable | ixer et ha-rakevet (lit. ‘miss the train’, fig. ‘miss the opportunity’)
context JIVY X TN NNXD 70V 100 NIDT) 1NV PYY 20 1% N7

a. lit. baseline

.N22077 DR AR 1AW M2 *n»a

b. lit. modified

JMIR AR RY XIT 102 2R D277 DR IR O M0 N5

context

JMTOYND DY 1797 DI YRR NONT? TTHY DO TEVINT N

c. id. baseline

.N2A270 DR AR P2IpwInw 1103 °Nn

d. id. modified

JMIR AR RY XIT 7102 72X D277 DR IR PIIPWNAY 702 200

Non-Decomp.

herim et ha-af (lit. ‘lift the nose’, fig. ‘condescend’)

context

PODVT SW nYoNTY M 702 102 3T Y Mo 9V haw

e. lit. baseline

AR DR 007 PONTAY M2 2N

f. lit. modified

ANIR 09777 KD X7 I02 92K AKX DX 2°7 POITAY MV NN

context

DOMDONT JPILTY TN W25 N0

g. id. baseline

ART DR D7 D0MDNRT JPnwaw 7va SN

h. id. modified

MR D997 8D RI7 7102 22K AR DR 097 D0MDAT Piwaw mva N
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(€)

Decomposable

hetil et ha-pcaca (lit. ‘drop the bomb’, fig. ‘announce smthng. shocking’)

context

DTN DY TWTA DY ASID YW 7m0 npowT By 757 00737 XIS

a. lit. baseline

JIXXDT NN D709 NTAY N2 NIXIRW 1WWR 00177

b. lit. modified

JINIR 2207 KD RO 102 22K OXXO7T DR 22077 NTRW N2 MXIRY Wwn 020177

context

STV 0w N2OW2 NRID DY VITHTY 10000 TOW0T NI MY 1319)

c. id. baseline

IXYDN DR 2007 T a2WANT WRIW WWhR 20Wwn

d. id. modified

IR 2707 RY R 9102 D2R 7%¥D7 DR 200 7RI 77Wnna WRIW Wwn 2wn

Non-Decomp.

Savar et ha-Sinayim (lit. ‘break the teeth’, fig. ‘struggle to speak’)

context

IO DY T 21272 DN 7IND° TR N 1Y IN )9 2037 T N?

e. lit. baseline

O¥1WA DR MAWH T DAY W 02YIn

f. lit. modified

JMIR D2W R K17 9102 DR 01w DR MWD TAW DAY WWR 22V

context

JTON 107 89 8VT) 000172 779-592 77002 10T DR

g. id. baseline

O¥1WA DR MAWY 7AW NRYY Wi 2°7°non0

h. id. modified

JNIR M2W XD X1 9102 92K 071WA DX MWD T DMYW Wwn ov o

4
Decomposable | hetir et ha-resen (lit. ‘loosen the bridle’, fig. ‘give free rein’)
context 1729277 7970257 0107

a. lit. baseline

.07 DR 7PN DNYWHAWY 1YY AN 092

b. lit. modified

.0°077 AT IR 1PNAY °» PR 1077 DR 77NN DNWRNY UYL anng vHva

context

STI0DN2 ANWD TN

c. id. baseline

.JO0T DR 77°N7 7990w 1YY OO NATR

d. id. modified

LOWNAn AT IR DAY 7 DA 077 DR 77907 729200 1YY 2NN

Non-Decomp.

kipel et ha-zanav (lit. ‘fold the tail’, fig. ‘back down”)

context

D7 2212 INYTY 203557 W7 £°359:7 103

e. lit. baseline

L3777 DR 7799°R 177297 1270w 1YY DU

f. lit. modified

72937 1292 97 IR 99O v 9aR 2377 DR 7790 177257 120w 1Y 2o

context

70303 7033 AT

g. id. baseline

L2377 DR 77790 10w 1YL 22w

h. id. modified

J1°017 T INIR T7799PW O DAR 2117 DX 771999 10w 1YL 0°IWI9T
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o)

Decomposable

Savar et ha-kerax (lit. ‘break the ice’, fig. ‘mitigate the tension”)

context

.700/7 7°25 770212 117 D3 V0T 7o

a. lit. baseline

T3 QY 7P DR AW 70°1 N2 AR

b. lit. modified

MR M2WH 777X K R INYNDIY DaR 113 QY 7P0 DR AW 70°1 1% 2K

context

50 WRT IPNOUT INTPY DIV NI 850 7T N0

c. id. baseline

T2 OV mPA DR MAW 7071 19K

d. id. modified

MR MWD 19X KD RI7 INYNDT7 22K A°72 QY 0P8 IR 2WD 707 PRGN

Non-Decomp.

pasat et ha-regel (lit. ‘stretch the leg’, fig. ‘go bankrupt’)

context

2197 D8 Y372 M02% 990y w22 00D NI

e. lit. baseline

.0°197 9377 IR MW 71071 Ho10n1

f. lit. modified

MR DIWDS 197%0 KD X7 INVNDI5 5aR 0°197 9a07 DR MIwsh 1071 Ho10n:0

context

1992 Y9307 o1 D v

g. id. baseline

.019 122 9307 DX MWe? 10 arn

h. id. modified

JIDIR MIWD? W71 KXY RIT INVNOY 22X 0°15 1WA 9A00 IR MWo? 1D a1

(6)
Decomposable | kara et ha-mapa (lit. ‘read the map’, fig. “‘understand the situation’)
context TN 72V UINT YOy

a. lit. baseline

71917 DR R1IP7 12°0°7 2 N0

b. lit. modified

DYTPONT T MR KPR 1200w 1 — 1907 DR R1NPY 12000 KD 2211707

context

09077 2807 70T PPN DI NN TP0VTY NI 707

c. id. baseline

1917 DR R1PY 12007 20PN

d. id. modified

.D°IPY921977 AT MR K1Y 1200w O — 7517 IR RI1IPY 12007 KD DO0IPIMNTI

Non-Decomp.

hesir et ha-kfafot (lit. ‘remove the gloves’, fig. ‘prepare to fight”)

context

D573 15077 72%02T) 290 DN ATy oI ATIY0T

e. lit. baseline

M9 DX 07 3TN 10000

f. lit. modified

19°0377 37 IMIR 9072 7AW o1 — NIDDIT DR DAY ) RY 7197107

context

VI 70T TN AN PIANDT

g. id. baseline

MDD NR °0AY 117 070N

h. id. modified

DPRDOD7 A7 IR P07 17 0D — MDD DX 107 17771 KD 0770011
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()

Decomposable

pirek et ha-xavila (lit. ‘dismantle the package’, fig. ‘end the relationship’)

context

.DMWNN NPY 0219077 NP2 DN 0°252957 707 noDINI o

a. lit. baseline

12°207 DR P 02292997 7902w M2 N

b. lit. modified

JINIR P KD 07 PNYNoaR DaR 19°207 DR PN 0°292997 7702w mva "N

context

JTT212 D293 07 Yy 0901 Y37

c. id. baseline

127200 DR 1P AT 012 PWIYY mMva N

d. id. modified

MR PO XY 07 PNYNOAY DAR 727207 DX P9 I 012 PWIYw vl N

Non-Decomp.

hidek et ha-xagura (lit. ‘tighten the belt’, fig. ‘cut down on expenses’)

context

129992 DY DPOIIVTW TIW DYD 1290 7097 ANT 27307 YW I

e. lit. baseline

JIMATT DR P PRInT PWIYw Ml 2N

f. lit. modified

JINIR P70 RD R ONYNDIY 9aR 7N DR P 2000 PwOYY mva nvn

context

735 Yo 15w Mmoo 9 AN 1252 20w 00w NN

g. id. baseline

JTNATT DR PT ODW POIR PWOYY mMva N

h. id. modified

JINIR 27777 RD RITONYNDIY 2aR 700 DR PT O00 PONK PWOVY mMv2 2N

(8)
Decomposable | salal et ha-derex (lit. ‘pave the way’, fig. ‘create the conditions”)
context L9995 77 £°39 990 910 OPNT PIND S MOIN D2 O

a. lit. baseline

.I93% 777 IR 1990 2OHVIDAW IV 770V

b. lit. modified

99277 WIR 07 ANIR 1920w 7 9aR 1939 7777 DR 1990 2U0YIDAY 7Y YR
RlaNsY

context

DUV ID APTHT P2 TID TIWNT PIND DWW MIIN DI N

c. id. baseline

1AW 7777 DR 1990 D013 CIANW TIVY AT

d. id. modified

SWRI 07 MR 1990w 72 DaR 7IWD? 7177 DX 1990 N0IDT AW TV 31070
BaiRl7ah

Non-Decomp.

daxaf et ha-af (lit. ‘push the nose’, fig. ‘interfere’)

context

2225 Dy MDD DA NN W 1T

e. lit. baseline

197 AR DR 19T 727 OTNW UYL 210w

f. lit. modified

.0°IN7 T IR DATY N AR 192 AR DX 1DAT 127 TN UYL 210w

context

3750 ON2XT 2777 2072 DY N3

g. id. baseline

077w D°371Y% AR DX DT 0WIY 1YL 07PN

h. id. modified

7NN IDATY M1 PR DR 2°1°°1V9 AR DK 19T DWW UYL 2°TR0n
.ohmnnn
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Fillers:

Direct object resumptive pronouns

context CIIN DV 757 92070 AN DTN DVi7 NN N3P NVTY 2w 180
1. filler MR Y22 77077 00w OVn — MR NTORW YT 0 R T
context L1V W TIND T SNLIDY 19%T7
2. filler A0 NPIAA? 1D 17192 ANIR 07 AR IPRAW 2PRAY M2 N0
context ROOW A1THY UOPY WP W1 NN DN DWW 00T Tow00T
3. filler WP PR PINITR TAVAY WP WOAT QNN W PRIW NYWHRY 09PN SWRan
himl7AR SRl

context CIIND DYDY WOND STIIAT VXY AVTIT 192% DDITIVOT
4. filler NYNDAR 2R YW 72°727 N2 DR NIRI? W 2 1NN ATIR 70127 TORW VITI00N
P01 XY TW Mnaman

context STOPW NNNRAY TN AXY 2°T25T TN
5. filler AMIR AW TANATY 7200 DR 77701 ROOW 7YY V9w N1a7
context DO NP AT 19°0 7307
6. filler 7102 PR NI22XI7 PHY INTY 7AW IMR 729V 7897 2w 3T NP0ITI00N
JINYT 70901 RO

context T TOT 2PRONT 12w
7. filler YIOW N0 2R PROORIPIA WINDY OYR INYTA MR ROXT OWRNT WRIW W
SIRWI2 IR

context 30029 DD DY T WIT X0
8. filler RIZA 11097 7302 22X I3 1PR0Y MR TNT WINT XPNAW NPINIY DWW

SR P R

Subject resumptive pronouns

context DMWY 072 D27 NOONI TTONT X2 3T N NI
9. filler .MIPODIA 0% PU¥MY NPT 7 91 Y PN O R W T
context 902 /729712 17 KD PN AWTA AZ2 2ypr 15T DITIV0T
10. filler 10217 TYY 092077 R? LITIVOY NIYOW AR RITW 271007
context D27 D°DITIVO TIND WPaNI 0377 NI1002
11. filler L0220 99K TIRNT 1797 WOAT RITW VITIWVOI
context INDT NTNT NN INND 0% ANNNT DT TR 20007
12. filler JTDRT DTRA2 YOI RITW WORT ITW 1YY 770K 7Y
Wh-islands

context T2 27 0Y T 8D 938 02507 TOWHNT NI

13. filler

WYY 12 ORTD ORI 77N TPWHAN WRA 02 MV o0 R
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context 2200 TN YO 8 AN MW 012 WINT 0V WTWD 70T 10T
14. filler XY 07101 MR AR UKW TN 0 120 CNnYET R
context NPT YPID 0700 THYID ANY 9%
15. filler NIMIVNR RO RWI 1R 9V 7102 2027 8D 9aR 5w pnna DR DIM2 7w v

Nano ox
context 22XV NI 00w NIAN
16. filler SDATINAW VA XIT PR NVT KD 9aR MHY 0¥ HW RARY NYT

Fronted VP-idioms

context JIMN 7O 109D DNV DI RN 757 NI
17. filler YR XY 07 PR DR 9aR 7RO 222790 DR 93007 10X 2ORpUYI9

Brafalal e brip)
context 02077 2°NINT DX 215w WD Dw omd w2 W 9270 N
18. filler 09w 99°UD 1w YPpn IR PaR 00077 DY 2mInnw 39K SR 077 2ORpPUuIon
context V2 D0 PW VAT DAXD NI TV O8I OV AWIDT) 02230100 UNY
19. filler 0279 7199 07 KD RO 7799377 IR DAR (°YA2 77097 7V
context QPN 11 T 02 PR 47007 0w DONWITY SIIN
20. filler SIOKR? SNA2ET RY 0272w DR 2aR 77W0 0 DOXNR7 vy
context APWTT T2T ST TV 1027 10002 7009077
21. filler JI172W MR R? 0°9277 DR 9AR 2°0n° NMNT9NT2 70 000 1k ox
context VDT WN T JPITT DY T0NNT MWHT P 1IN
22. filler L2313 KD R AT DR 92K A0°WIn AV 1N O Iwn Y
context 2 TP 27000 JWRY 7T 23N N2IWT MW 90T
23. filler 779 1912 700 KD RIT PV DaR Ay RINw VT 901
context 5w 0N D3N AMIND ONT DN
24. filler U377 oNo XY RI777977 DR 92R 7A03 TIRN 1777 UOW ORI

Acceptable sentences

context N¥DI R DT 00 1N DAN TIWD? NPT
25. filler J2W AnOWNRT oY MR 1AT M22% 272 wo av nph oning
context STIVRRY TINDI 72007 1219°007 D190
26. filler D21 ARITAW 22727 OV TTIANIY NPDIAY Y 9127007
context DT PW 05T 999 912°057 10°7
27. filler N3N DR TIARY 1381 WP Y 190 FU2RT IR 2721 909 avnwn n°110an
context L1907 DN 72N 207 727 22w oY
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28. filler AWK 119 91977 2R 1PW MITO0 DY A7 RA0 DR ARW 77017
context ONYOD3 TVIND MIPNT
29. filler X2 W D0 MINANT DR IR 72K 22ONNWAT 937 05w 120 MDY WY 298
nha0p

context .DNN5 710%92 D72 2°2°Y0T NN 1T DTN
30. filler 0w 29N DR DANIRG 97 IR 1070 KXY 7R YIT°RT 01°02
context JTTYODT NN 777D 2°72100 YW nowy
31. filler AW AT MR RO2TW 0N — 3750 MR DR Q2TYI0R IRMTW T KD RO NxhRn
AN¥YAI IMA02

context U907 1353 3wNT 7207X903) 297 DT 73T 1T
32. filler AT 2omMYWwnn 9 DR ROXITH 27001 ROW SN

Instructions:

MOI% 23R 290172

,227 09w 7/9p° n/pTaa

21012 ANNWR? TN TMII01 DY T2 9710 CIX

SW DYV NI DR IR 10N PN .2°AR PN NYI0N21IRA NIWYRY A2 Ipnan PN R AT 0%
.NP72Y2 DO 2°A07 DOVOWN

:QI995 @OWAT DON

MPT 20-2 X377 10737 Twn
.7a%2 2w} 777 YEANN M0%2 MBnnwan
037 YIX°27 WINTA PO DX 19/D301WN2 W1 091 M9 K99 Upw Y9N N/ KNI 1/2217 ° IR RIX

A¥M2
NI BY YT

.NM2Y2 07%W NPYALT 1K 0D DY 3172 WPANN DNIRY D°0OWH 13X 1INT M022

J7 79 15w 798P0 L2 /anh pawr wewmaT D TY 12p° 107080 ,0own D May

20 YW1 ROW 0OWN) 2°2p K2 0OWA 1701 1 1177771 ,(200 vnwiw vown) a2 9°2p vown Jaon 7 M7
(99

.0DWNT AR 12W WP RN, 0OWH 73 *197

279 23ATA NITD 29915% BONIT DIWBWRT LIRNTD

JAT2 MIRYIT A 220P KD W 77 :wpa
7 «— 2Wn DPYIA NPINRA RXAIW XY T ¥V 728 170 D200 90 MWD 1awn (uown
1 « .72Wn nPphnna 1oV IMPNA% IR AT aXYA DaR DWW 1YY Drn mvwS 1wt (uown
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MO 2T DOR
2% mw
QW WS W NN 2°°0 RY OWAT IM17D) VWA MR 172w M2°0IT IR IRNY P IR YN wpaa .1
.(wpnan
T 12 7w 8D TV 312PY N ,0OWN YA 11°YT DW M0 DT DR A0T7 2/Mwpann 1/aorK 2
9922 wan/cvap uown K17 USRI AR5 TV P1aph P71 XYR QX101 12 M0 IR
T2MWN .20 1/007 YR vOWNT AN TY S2PLIRIVIR 19IN MIYDY DOWOWAT IR R1PY R wITIw 90 .3
.7252 NORORT /25NN DR NOPRIAT 1T RO A2
=72 K O3 PR, POnY 2°°van /007 waw XYW 220own w1 .0219277 M7 WANWa? 10000 YR .4

.3/250WaNT 95Y L7790 TORPOT DY 29D0R2 WRNRT 1P0IPAY 0V

ST NTIRI VBWRD WEWM P2 9P PR NAPY (N1 L1300 NYIARA NUYY 100

725N LDwnR
210°37 NUPW DR 93701 2w PR DY xR phnh Mava nyd
D01 vEwR M
.01°77 1907 207000 NIY wRn

.1°22 7RI 79I 7NOTW aNIR 9N AR 907 N33 1997 P10 217 (0awn

.T".-""i'!“""'H:T"lllllllll
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) O O 72t TIRE

6 7

LAl

1O V0% VDR 7T
TAT2 W MYWT MT DR MOWH mow° ROW RTNT 77 W2 R ORW 72957 WP

WA TV NRIPY 9102 TRRYY MNPWI MNMTNY 77°207 2TRT M2 N8I (0own
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o 1234
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LAl

IIAPXN2 XY M10°37 120 O 0°RAT 2UUOWNHT IR 710 1T
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C: Experiment 2 - Materials

Experimental sets:

1)
Decomposable | kataf et ha-perot (lit. ‘pick the fruits’, fig. ‘reap the rewards’)
context YUR2 MTIava DN9PN Y000 022700 WNT 2¥077 MAPYa

a. lit. baseline

D177 DR IDVP XY 077 PR YR ATV 210 DR WY 227000

b. lit. modified

J9UR XY 07 MO DR 22K Y02 772V 210 DR WY 2227000

context

D72WY 101 2P0 AN AN PU-2577 0730 YW wIT 021907

c. id. baseline

M5 DR 1DVR K? 077 72X LPMIDA TV 210 DR WY D°NINA

d. id. modified

J90P RD 077 MO DR PR VP92 ATV 210 DR WY 2°NIONNT

Non-Decomp.

axal et ha-kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake’)

context

LTI Y2007 D8 D 10T DAY 230 N NTAD NINT DY 00 whnwa owvw nouwd

e. lit. baseline

21577 DR 199K XY 077 9aR PR 0°7327 217 DR 1007 WY

f. lit. modified

J2OK KD 077 Y2177 DR DAR 11IR2 027327 217 DX 1077 2wy

context

10X 71300 DI NDPWI XD NSO IY0w MT 007D DN 20 TTYY TDPN0T 207

g. id. baseline

Y2197 IR IPOR KD 07 DaR M7 NPIANT 207 0237 W0 2OnInn

h. 1d. modified

A9OR KD 077 Y2197 IR DIAR M7 DINNT 207 0237 W0 2o

2)
Decomposable | ixer et ha-rakevet (lit. ‘miss the train’, fig. ‘miss the opportunity’)
context VAN $392 02975 7200 M TRINNT 2AN 11V VY 00w Amow o0

a. lit. baseline

.N2977 DR TR XD X7 9IAR PR 7N Co0]

b. lit. modified

JTIPR R? RO D237 DR P2aR MR 777N 050

context

SIPI0YN W MBYS YOI VN 40 5223 27 5N 7713v32 731790 707 85 50 0w

c. id. baseline

D207 DR 7R KXY X7 9IAR PR 77911 0903

d. id. modified

JTUTPR R X7 D257 DR 72K MR 77011 050

Non-Decomp.

hesir et ha-kfafot (lit. ‘remove the gloves’, fig. ‘prepare to fight’)

context

09007 0905 DY 1w INT 1°7Y DIN MNCYT D102 INXD 7T Do

e. lit. baseline

MDD DX 77707 XY KT 22AR NPT T1RNNT DRNING

f. lit. modified

17007 KD RO NIDDIT DR 22X NPT 73RN NN

context

IDRT 10 0D N7 SNDXT 21202 N0 98I S 7navn

g. id. baseline

MO DX 777057 K2 X7 92aR 1D IRVANT PR

h. id. modified

J77°077 R RO MIDHT DR 22K NIDMINA IRVANT PRI

64




(€)

Decomposable

hetil et ha-pcaca (lit. ‘drop the bomb’, fig. ‘announce smthng. shocking’)

context

.27 P15 7090 1UT02 D°TIWD 12222 TVID 77X N¥ND

a. lit. baseline

JIXXDT DR 2707 XD X077 92K IRTR2 75PN DINIR D227 MEIR

b. lit. modified

J12°07 RD R XX DR 2R IRTR2 75PN DINIR D227 MEIR

context

STOWDT WNT 82 D017 D DY YOTNT NOIST WNT AWV WTTI DMIINT

c. id. baseline

JIXYDT DR 207 KD X7 92K 79012 90 QIR T9wanT R

d. id. modified

o0 KD R 8EDT DR D2AR 7901n2 90 QIR TRwanT R

Non-Decomp.

kipel et ha-zanav (lit. ‘fold the tail’, fig. “back down’)

context

D7 2273 INWTY 022557 W7 129702W 92190 7757 0229977 MIna

e. lit. baseline

2377 DR 99 XY RO DR 923002 7Pwo1 23R NT1297 n2avd

f. lit. modified

19990 KD RO77 22717 IR PR 9°30N2 75W01 DINIR MNTI2977 129D

context

7D NDIDINT M0 NN NI OWNIT IIVAT MDIVD TTONT SN

g. id. baseline

23777 DR 7990 XY X077 9aR Ann9n2 77°097 D3RR D207 NN0RR

h. id. modified

JI99°P KD X7 23777 DR DAR Ann92 77°097 D3RR D277 NN0%RR

4)
Decomposable | Savar et ha-kerax (lit. ‘break the ice’, fig. ‘mitigate the tension’)
context JTIVD N2 NI DOPM0D NXI2P YOI NPT D107 SN

a. lit. baseline

1P DR MWD "nAYET 8D 228 Y907 20w DR NI NN

b. lit. modified

MWD SNRPET R [P0 DR 228 Y907 N2OW DR MR Y

context

LDYDT TAYHI NINNDD TN2INT MNT NIV

c. id. baseline

TP DR M2WY SNAYET RY PaR 2O7787 03w P2 wOADIY NnvNa

d. id. modified

MAWS NAPXT KD TP DR AR 07780 03w 172 WD Y

Non-Decomp.

hidek et ha-xagura (lit. ‘tighten the belt’, fig. ‘cut down on expenses’)

context

DY DI DNTP0 MWD 70 0N T 00977

e. lit. baseline

ST DR PTAR CNAPXT KD DR 773877 TIOK DX 11917 NN

f. lit. modified

P79 °ON09RA R? 700 DR AR 9% TI9R DR 1917 NnX

context

LT 3305 200077 SOWRNT DXNWDT IND) TN D07 1977 NPT

g. id. baseline

ST DR PR ONAYET KD 22R D017 ATV RIXN? NN

h. id. modified

2779 °2NA9¥A R 7700 DR 2R D017 7712V RIXND SNnYET
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Decomposable

pirek et ha-xavila (lit. ‘dismantle the package’, fig. ‘end the relationship”’)

context

.OMNN PP 023907 N2°27 N O 72597 700 10902 how

a. lit. baseline

J12°2M7 DR P9Y R XY RO 92AR 7970V IR 1P mhRn 12900

b. lit. modified

2799 MR KD RO 7727207 DR 92K 7970V DR 1P amhRa 12900

context

JTT212 D293 07 Yy 0901 Y37

c. id. baseline

J12°200 DR P9Y 0% RY RO 9AR 7YY DR WOIYaD XA UK

d. id. modified

279D INXT R X7 797200 DR 2R 79V2 DR WO AN¥0 AWORD

Non-Decomp.

pasat et ha-regel (lit. ‘stretch the leg’, fig. ‘go bankrupt’)

context

907 08 Y570 moa% 9ownTn w2 voco NI

e. lit. baseline

5377 DR MWL mOLRA KD X1 D2AR 7127 DR 991D YR 901000

f. lit. modified

W% MOHRT RY X1 2307 DR DR 7127 DR 99137 mOHRT PoWn:

context

1992 Y9307 o1 D v

g. id. baseline

22397 IR 1IWDY W71 KD K17 22X 1°001 DR MR PORI N

h. id. modified

J0WDY WITI RY K17 2377 DX DaR 19001 DX 71017 7ONRI O

6)
Decomposable | hetir et ha-resen (lit. ‘loosen the bridle’, fig. ‘give free rein’)
context VORI VW SN 0103 D05 00 XD KT 3D 0207 DY 1030 1T 2oy

a. lit. baseline

.07 DR PN R RIT 2R A2INT DR T2 QIR 0707

b. lit. modified

PN R RIT 10T DR AR A2IRT DR 7O QIR 0707

context

90 D0700N% P2IYn RYTW S0ITNT WONTA W17 AT DY TT 9007 %2

c. id. baseline

O DR N7 RY R DAR 17707 7377 DI 9

d. id. modified

SN R RIT 10T DR 22K 17001 707 IR 2T

Non-Decomp.

herim et ha-af (lit. ‘lift the nose’, fig. ‘condescend’)

context

PODVTT P NYONTY 1M MIN FNT TPITHTY 3 702 )02 AT 2V 7T oY naw

e. lit. baseline

AR DR 2°77 XD R 22K 1102702 0w DI 10T

f. lit. modified

.0°777 XD R AR DX 22X 1102792 0w DI 1O

context

JIDVINI 0°7°027 DO3PIWNT TAN P 02227 12007 1IN 9200053

g. id. baseline

AR DR 0077 KD X172 000N 707 DI PIwn

h. id. modified

.0°777 XD R AR DX 2R 207197 77°7 QIR PR
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Decomposable

kara et ha-mapa (lit. ‘read the map’, fig. “‘understand the situation”)

context

2w INWTY YONIY DT Y02 Wl 2T

a. lit. baseline

19 DR RIIPD 1797 RY R 22X 770732 797 9000

b. lit. modified

R1IP7 99X KD RIT 795 DR 9AR 77012 707 9000

context

ST ONPDO2IDT NN ST N2 DT NI

c. id. baseline

IOMT DR RI1IPY YR RY R DR 7017 707 RPIYIIDN

d. id. modified

R1IPD 19X KD RIT 9MT DR DAR 710117 70 ORPILIIDN

Non-Decomp.

daxaf et ha-af (lit. ‘push the nose’, fig. ‘interfere’)

context

TD%ID WD NN DTWTY YONDT 927 I TOWNT TD 0¥ 72003 1) A0 11N

e. lit. baseline

AR DR PNTY 19X KD R DA WPV 0 I

f. lit. modified

AITTY 79X RD RIT AR DR DR WPV 00 I

context

DN TN 2T 13 1°2 1IN0 W TN

g. id. baseline

AR DR INTY TV RY R PR 1RO 00 MR

h. id. modified

T2 TV RD R ART DR DAR 1P0 700 NN

®
Decomposable | salal et ha-derex (lit. ‘pave the way’, fig. ‘create the conditions”)
context .OPEYI 095 FWANT 020 I8 D270 D°2WT WOOIT PAND DW 1IN 220 SN

a. lit. baseline

L7177 990 K X177 228 MIT2va DY A0 212K 72007 7w

b. lit. modified

.920 RY R)T 7077 DR 2R MTAva BV AR 212K 7200 7w

context

DOTTRT P2 012w D07 DN D°¥NY P8 MID1IN D2 SN

c. id. baseline

7077 DR P90 XY X7 92K 02077 DY anm QIR ownang R

d. id. modified

.920 XY X7 7077 DR 92K 02077 DY anm QIR ownang R

Non-Decomp.

Savar et ha-Sinayim (lit. ‘break the teeth’, fig. ‘struggle to speak’)

context

ST WNT DY 77T PN 99 YOINTY N1INNDI 1INV 779797

e. lit. baseline

.0%1WA DR 12w KD RI17 22K 75WA DR 7ND DINIR YOI

f. lit. modified

AW XY R 01w DR 22X 75w DR TND DINIR YOI

context

DONTIWT 92207 W D0OINTY 2005 WNDNT N00°I3T DTowaT 233

g. id. baseline

.DP1PW DR 2w X? X7 92X XU QY 0207 210X 20100

h. id. modified

AW KD XIT QYPWE DX AN RY2AA QY 0207 IR 20100
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Fillers:

Direct object resumptive pronouns

context CIIN VD2 707 92070 DAN DTN DVT DN NID NITY 2w 180
1. filler SR VAR 777 09w DOV — INIR ONTIRW Ve 100 KD
context V2 W TINY 1T SLaDY 187
2. filler A0 NPIAAT 1D 1197 aNIR O AR IPRAW 2PRAW M2 N0
context DRO0W A1THY UOPY WP W1 4NN DN DY 00T Tow0nT
3. filler WP PR PINIT2 TAVAY WP WOXT QMR W PRIW NYWHRY 0pRn CWpan
IR 00

context CIIND DYDY WOND STIIAT VXY AVTIT 192% 2DITIV0T
4. filler INYNDAY 2R W 71°7727 NN DR NIRI? WP 2 NN 27X 710727 1ORW VATV
AP0 XY TW MNanan

context STOPW NNNRAY TN AXY 2°T2%T TN
5. filler ANIR MROY TANNAW 7200 DR 77007 XY 7IYD W N7
context DO NP AT 190 7307
6. filler 7102 DR NI2OXI7 1LY MNT? 7AW TNIR 7209V 7807 YW 3T N0ITI00
JINYT 70901 RO

context PTTY TOT 2VROONIT 12w
7. filler YIOW 7102 22X TRUHRIPIA WINDT 01X INYTA IR ROXT 720NN WRIW WA
OIRWOT IR

context 230029 N oY 1T W 20X
8. filler RIXN 102X 7302 22K W3 11PR0? MR 7T WINT 2°XPNAY N1PIINIY W

1 Pt T

Subject resumptive pronouns

context DXMYY 772 029577 NDOND 1ITONT X2 2T NN NI
9. filler .MIPODTA 0% PP¥MY NP3 7 D1 Y PN O RITW WIn T
context 902 77279712 17 KD 9N AWTA A0 2ypr 107 DITI00T
10. filler 10217 TYY 092077 R? LITIVOY NIYOW AR RITW 271007
context .02 DWITIVO TIND MWPaNI 0197 NI0M3
11. filler 022 99XR IRNT 797 WOAT RIIW VITIWVO
context YD NTIT NN INND 0% ANNNT DT WY 20T
12. filler JTDRT DTRA2 YOI RITW WORT TW 1YY 70K 7Y
Wh-islands

context T2 3239 350v T 8 DA 02507 TWDT WX
13. filler WYY 12 ORTD ORI 77N T2WAN WRA 02 MY o0 R
context 200 AN ONYHY 8D 02N 2w 002 TIXT O 50 AT 707
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14. filler XY 02107 MR AR UKW TN 0 120 CNnYET R
context NPT YPID 0700 THYID ANY 9%
15. filler NIMIVNR RO RWI 1R 9V 7102 9027 8D 9aR 5w pnna DR DIM2 7Y v

Nano ox
context 22XV NI 0w NIAN
16. filler SDATINAW VA XIT PR NVT KD 9aR MHY 0¥ 9w RARY NV

Relative clause with a fronted resumptive pronoun

context S1V INIDD SNIONT KD IWINTY INYWD
17. filler .22 991 N2XO1 DVANR SNN2°T 379V NAIPAWT DR NIRI? CNRaT
context 300 2I0IND T NN 190 MV DAN ON2 TOY KD a7
18. filler .TIM0R MOR IMAOW DI 1LY DORPOVIIDT 0N RIT NNYOAT W
context .68 523 XTW 77901 LITIWOT) 0D 02 DI
19. filler .22P% IR RITINIR TR R 73T 9AR 0P DR 12V LITI00
context 720003 2997 W D72 P08 0021 20000 07 N0 DN
20. filler DIANK SNWAD INWR DRI MR WIRT DX N°RI RY 92X 72°012 0°7197 72772 °nopnl

Relative clause 1

acking a prepositional resumptive pronoun

context

22 0N D D08 oW IONDDT AN NTN

21. filler .IORDDT DR SNADWW SNAWRW DI1PH2 127 DI ONRYA K7 MYy
context 057 D8 8D PN 15 PR MWN STITY MITNDNT NN N3P TWT
22. filler X? 077 228 NIANONT DR QW RIIW 7702 TNIRD NI DR 20 KITW 0K 9000

.av o
context 7722 Swor NI 7900 NI YnoyT 89 vaTwoT
23. filler I 729719 10 I 30 RIW A7KRWY D902 71 KD LITIV0N NAR T9RY DY
context AN2002 WNDNT DDA 72T 1991 PDIND DTN DT 7757 7297 AN
24. filler 79177 727 NTVIX PW N2 DR IR RIIW VAT 22X JWA TIRD QTR 700 KD AR7

Y7 MYnRT X020

Acceptable sentences

context NXDI R DT 00 1N DAN TIWDD N
25. filler J2W ANOWNT aY MR AT M227 272 W oY Pk vmnd
context STV TINDD TN 212007 219007
26. filler 071 R°ITAW 22727 oY TTIANAY NPD0NY Y 212°007
context DPTANT PW VI 999 219057 07
27. filler AN21AN DR TIARY 1327 WP 2 190 F02R0 IR 2721 707 AvnRwn n°1M0an
context L1907 DN TN 207 707 20T OV
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28. filler AWK 119 91977 2R 1PW MITO0 DY A7 RA0 DR ARW 77017
context ONYOD3 TVIND MIPNT
29. filler X2 W D0 MINANT DR IR 72K 22ONNWAT 937 05w 120 MDY WY 298
nha0p

context .DNN5 710%92 D72 2°2°Y0T NN 1T DTN
30. filler 0w 29N DR DANIRG 97 IR 1070 KXY 7R YIT°RT 01°02
context JTTYODT NN 777D 2°72100 YW nowy
31. filler AW AT MR RO2TW 0N — 3750 MR DR Q2TYI0R IRMTW T KD RO NxhRn
AN¥YAI IMA02

context U907 1353 3wNT 7207X903) 297 DT 73T 1T
32. filler AT 2omMYWwnn 9 DR ROXITH 27001 ROW SN

Instructions: identical to Experiment 1.

D: Experiment 3 - Materials

Experimental sets:

1)
Decomposable | kataf et ha-perot (lit. “pick the fruits’, fig. ‘reap the rewards’)
context CINDD 9P MW 2227 757 10 XD oot 5912

a. lit. baseline

.N17°977 DR AP YORI D307

b. lit. modified

.0°%Wan Mo IR MoPL YORI P30

context

SN0 1PN2XT MIAVNTTD 22°YT 11217207 7%7 7°017 N2

c. id. baseline

.M17°977 DR AI0P? 270w PUID

d. id. modified

0217 NP9 DR OI0pY 270w PO

Non-Decomp.

axal et ha-kova (lit. ‘eat the hat’, fig. ‘admit one’s mistake”)

context

DN WY K2 XTIV 528 5w 21757 Y097 DN X0 DOWY a3 00T R
STV

e. lit. baseline

V21277 DX 1KY P00 wyn

f. lit. modified

217777 Y2197 DR 2198 27007 Wi

context

27207 2022 910 7 IS0 MOIN 237 7000 772777 D mmnan

g. id. baseline

U197 DR DI9RY ¥HRI 30am0

h. id. modified

312919057 Y2197 DR 919K XORI 77200
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2)

Decomposable

ixer et ha-rakevet (lit. ‘miss the train’, fig. ‘miss the opportunity”’)

context

D12 NN 8D KT DAN 790005 7°WNT N2577 22000 R ITIV0T

a. lit. baseline

.N22077 DR AR LITIVON

b. lit. modified

PWAT D237 DR AR DITIVOR

context

7923 739 75w Nrana 59 77202 YWY ON Va0 oY 1ora

c. id. baseline

.N2270 DX AR arn

d. id. modified

PP0YA N207T DX AR O

Non-Decomp.

hesir et ha-kfafot (lit. ‘remove the gloves’, fig. ‘prepare to fight’)

context

SINORD VINDTY 70T DNIST) 82007 M7

e. lit. baseline

.M59277 NN 77°07 NNNIAT

f. lit. modified

.M2921977 MDD DR 777°077 NNNAn

context

DTN DN WHTD) D007 DTYEI DYRIP NOTIVOT 29V 00T NTRNT RS MIND

g. id. baseline

.N1DD27 DR 77°017 N°TIW0T 27w

h. id. modified

D1UMITOOTT NIDDIT NR 77007 NOTIWON 2

3)
Decomposable | hetil et ha-pcaca (lit. “drop the bomb’, fig. ‘announce smthng. shocking’)
context DN NXXD WANWT? 0O 20D SYpIp Y¥IAN 190 NN Y2177 IN0% 10727 MXIN

a. lit. baseline

STAM9M 702 AXXDT NX 77707 N2 MIXOR

b. lit. modified

JTAM9MT AI02 NOIYINT TRYOT DX 72°07 NP7 MY

context

JNRID DY 2OTTY 073 2PINOUT 1PNT 0107 T TOwRNT N

c. id. baseline

PR 102 RO IR D0 7w wR

d. id. modified

PRI 9102 NOYIIDN FXXOT DX 0N YwhRnT WRD

Non-Decomp.

pasat et ha-regel (lit. ‘stretch the leg’, fig. ‘go bankrupt’)

context

N TTWE 5 OONDWT 2397 DN 21T NODWRT AWITI 770727 TN

e. lit. baseline

JIP7727 702 2307 DX 0w NN

f. lit. modified

P70 702 NOPRAWT 2307 DR 70w N9910NT

context

L7290 °99%50 1) w7023 19-7 ANDT NPIN2 2037 73 TONY T 007

g. id. baseline

1AM 7102 2307 DR 0w PanlT

h. id. modified

STAMTAN 7102 NPN2PRAN 230 DR 0w PanIT
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(4)

Decomposable

Savar et ha-kerax (lit. ‘break the ice’, fig. ‘mitigate the tension”)

context

CTIP02 297003 72007 2 DIVD T2 AN D390 NXIP YO 1107

a. lit. baseline

TP DR 2w 0N XY 0%

b. lit. modified

12V 7P DR 2wY 00X XY 0OXnna

context

VINRI D°TTIT) DO NAWT 027010 XD X2 102 OVOT TR DTN D TINT NP
S0 o

c. id. baseline

JIPT DR 2w 170X KR? 2°O1NA

d. id. modified

SNTVA IR DR 2R RN XY 20onnn

Non-Decomp.

hidek et ha-xagura (lit. ‘tighten the belt’, fig. ‘cut down on expenses’)

context

JPIDT 75T YOT SW A 0w DIN P07 00002 M 17T 0o

e. lit. baseline

ST DR PR mO9RA KD VO

f. lit. modified

PN TN DR PR LR XD YOI

context

DM 12077 27 AOWRNT D MNXVTT DIN 909777 203507 12w

g. id. baseline

ST DR PR AR XY ahwhan

h. id. modified

PPN AT DR P2 0% KD T9wnenn

)
Decomposable | pirek et ha-xavila (lit. ‘dismantle the package’, fig. ‘end the relationship’)
context 22000 FITWR PR DWWV NAWIT *D 72297 700 NAPw 2°I007 NPT NN NINYIT

WY T 7 Das

a. lit. baseline

.0°79077 IR 0177 79720 DR PI9% APRRT 72900

b. lit. modified

.0°19077 DX 0179 DY 127207 DR P9 YR 129070

context

JI723 P93 07 5y 0902 HvaT

c. id. baseline

D927 DR 2TV 797207 DR P97 A9pw AwORT

d. id. modified

927 DR 2V NPNNOWAT 727207 IR PI9Y 39PW WK

Non-Decomp.

kipel et ha-zanav (lit. “fold the tail’, fig. ‘back down”)

context

099 1% 0000 9012 TN DI T KT AN 2057 I8 oot whn Sinna

e. lit. baseline

b rafaRelplatts valinhivy B e violriviby stivatea B aatal izl

f. lit. modified

hlntaRoplatn AR vatstBahi BN ivloriviiyireivkes Bakratalive!

context

LN T NVINT MADTD 173 WRNT TNVNT PPN TNT 0%

g. id. baseline

NN WD 2317 DR 99RY 77p0 DR

h. id. modified

NI WNDRY IR 231 DR 99P0 77pw YRS

72




(6)

Decomposable

hetir et ha-resen (lit. ‘loosen the bridle’, fig. ‘give free rein’)

context

L0007 5w NOST AN YXIDY STH 21T 10T T2 007 YONTD T 7197

a. lit. baseline

.JOI7 DR °NAY 7R 00907

b. lit. modified

LRI 1077 DR T°NAY 7 07001

context

PWDT DTN DYDY ST TWRN TIINUTY 0N0NT D508 P9va

c. id. baseline

.JOI DR NAR 300N Townnn

d. id. modified

999571 10777 DR 0RO Townnn

Non-Decomp.

herim et ha-af (lit. ‘lift the nose’, fig. ‘condescend’)

context

17200 NN NTN? 372 71990 108 IN MDT? 7072 W22 2°XD1T AN MND
PN

e. lit. baseline

ART DR 02772 7001 70

f. lit. modified

.AMNT AR DR 227739 17071 3900

context

.200°22 0779277 OITNNT 9907 N°2 P DT ANS 1D MIBUTY MR I

g. id. baseline

AR DR 279 R PN

h. id. modified

SNATOT ART DR 077 000 PRI

@)
Decomposable | kara et ha-mapa (lit. ‘read the map’, fig. “‘understand the situation’)
context 02772 DINXT YO DWW NG NIV INITY YINI DT

a. lit. baseline

71O DR RIPY MO9XI KD 91

b. lit. modified

PDINDIVIT 7977 IR RI1P? 199X K2 900

context

JTIO0T 270D NN DX D NVT 0037 D227 AUTINT MMN 9777

c. id. baseline

197 DR RIIPD 1°9%7 KD 01°2p0

d. id. modified

DTYITING 7970 DR KI1PD 198 XY 01927

Non-Decomp.

Savar et ha-Sinayim (lit. ‘break the teeth’, fig. ‘struggle to speak’)

context

IO 20 MVYS DOT QUNNDT DTV 902 PR Y SN

e. lit. baseline

OPW DR MAWT 17X XY 97aR0NT

f. lit. modified

DPRTRA DOPWA DR MAWT %7 R? 7ARNAT

context

PN 1T IMN W5 W P TN

g. id. baseline

DY DR MY A% K PIT7WY

h. id. modified

PLDWAT OIWA DR NI 787 XY 170 7
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(8)

Decomposable

salal et ha-derex (lit. ‘pave the way’, fig. ‘create the conditions”)

context

DNNWTY 7OV 2307 PRIV 22N DY TIT pMIINT DY 00102 DAWWNTY DU 920

a. lit. baseline

PIIR 2WMY 7 DR 907 30T 8T

b. lit. modified

PN WY NOWRIT TITT DR 21907 30T 78VIan

context

9000 Dw WNT JONTT N2 1MINT D00nT BHND DI

c. id. baseline

2197071 DAPXAY 170 DR 71907 7071 Younn

d. id. modified

219000 NAYEAY WA 71T DR 71905 11071 ounn

Non-Decomp.

daxaf et ha-af (lit. ‘push the nose’, fig. ‘interfere’)

context

DN YIS DONIY D DYIAXD 91 1N 02T DIVDT WITI SNIW-n0°DNT 77302

e. lit. baseline

P IR ARA DR 9INTY 0% WO

f. lit. modified

21T IR VIR AR DR 71772 7071 VWS

context

0207777 NN DY 0w 70032 APwHnT W D 3% By 93°7 D07

g. id. baseline

D117 NPA0Y AR DR 7INT? 70°1 7oUnI7

h. id. modified

11T DAY 1IN0 ART DR INTY 7071 Po0n7

Fillers:

Direct object resumptive pronouns

context CIIN VD2 757 92070 DIAN CDW DT AN NXD ST 2077 )32
1. filler DT VR T IR CNTRY Vi
context CTIND TO0X RYTW 7DD 59 7757 D) B1V2 W0 TIND 757 NWIDY I¥77
2. filler A9 MK Y IR URIW 20907 O
context JTN92 207957 295 nanp P D0 0°232 T 010 OpY 71297
3. filler JITIN D P ININ AW W AN 7900
context 9% 0o MoSWIT 15T D3NN AV TPwTY WIT 28705
4. filler 2173 7097 17 1007 TR TN WA 20XPNAW NN

Subject resumptive pronouns

context DMWY 725 ST D207 NDONI 1ITONT X2 2T NN PNILD
5. filler JIN7 92 91 008 TV 0 R YWNNAT WA T
context 29 290% 1N219° 200 MWV 120N WTINY 219 0 LN YT Y107 19707
6. filler 107 XD 0¥ 12017 WORD YW AR K1Y 2730070
context JN°22 0097 DDITIVD TIND W20 DWITIVD W0 92°0057 N300
7. filler .N°22 ¥R [IRNT 1797 VAT RITY LITIWVO
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context INDT NTNT DN INND T YT INPW A0 MPT? 10 FNNNT N0 WANTY DIWWiT
8. filler JTDRT DTRA2 YOI RITW WORT TW 1YY 770K 7Y
Wh-islands

context T2 0 Mpa T 8 DaN 2w 200252 ) TN AN T
9. filler WYY 19 ORTD OXR INYT2 I J007T TN T NYT R
context 05T AN WS o8I 8 DaN 2w 012 TIXT O WIWD AN AT
10. filler X9 D010 MR AR TYRW 70 71 NN R
context STYNT DN DAY 220027 70 172 02 757 XD PN W0 2% mTayn e
11. filler 2NN OR NIIVNA TTVNT RWN IR 2V ONYT KD
context TD 99 2172 P75 b 8D DaN 00y o0 *ow NANY 1072 757
12. filler SRNTINAW VIR KW RAR TR NV R

Possessive dative with an intransitive verb

context JITIY JPNID 220077 370 02T MY AXITY 05T a8 2097 N INXNT LN
13. filler L2777 VAR WORD 200 TWpYh 2937
context YR T 2AN N 9007 DI T AVINT PNTI W DN 12 1YXT MAT
14. filler NMDONIT YXARI 1Y MNAY Op Ny nnn
context 12727 OYPPY YOT 8222 219800 11217 1120 102 701217 0722 D070 00T
15. filler DOWRYPHI 0°7°17N7 A% 017
context Y92 7Y N2 9102 D2 10w 17207 N0 AN NINMTR2 JANNT 0D 0772 T
16. filler NRT VAN A0HWH TPID KX 0107

Strict reading of

anaphor in ellipsis construction

context

02N 77 DAN WIY AN DPXW T AT N7 MWV DAY TN F20NT 1207707

17. filler RiniR S labl S atinishefakgiablats Rab
context DXV DN TIHY T NVT 2T DT AN 500w 2w A0 707
18. filler TIN M3A7 DOPOTAR NNET 720 IR 23
context XY DN ITINY T KT TINY TOWINT N2219°097 D000 oY mmwa
19. filler ANIN 2°27IR 299107 7200 NRYAWI YN N°A1210°005
context XY NN PPTETY 00 TNT YT 00 DP0TINA WWNITY D070 00T 1A
20. filler MR P27E 10°1 XY 1772y 1270 van

Unnatural orderi

ng of adjectives

context

DTONTT DY A3 RITW 102 7N NRY 2130 NTw 7900 TN DN

21. filler

OYTR 217 1192 Maph 2 7900
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context DINTD 0% KT ON 312 W27 NIT) 220007 IANT WOND LRI TN NP0T22

NYIN DN
22. filler .0 D172 WD MRS MRXT KD 31300 WORD
context V3% N2 02507 8T 93N 0 720 77902 77°72 7907 NN 90T 37 WIT 1077
23. filler P 7210 71902 WINNAR VR T 7102
context LJINDT RNT 9102 53N 000107 003 2N D17 NN TR 12T M0
24. 1A 7190 ATOW 27 o179V M0 YW 1T

Acceptable sentences

context NXDI RO NUTY D 1IN TIVD? NIPNTR AN NDTTa YT % 2y T
25. filler JOW AnDwnT oy Mm% 270 wom av nph vmna
context ST TINDI T2NT 8V 72V°72 PN 9120077 D007 ATINT 700 032
26. filler D210 ARMTAW 2727 QY 7N N9D0NY 1Y P20 9127097
context DN DOXY DY 2°7270 02300 D572 T80 725 70% 910057 1037
27. filler AR 0P TR DR 2723 930 AYOnwa D010
context JWNID 77D 2107 AN 10w mTHNT DY 0w 8320 NN AN 7737
28. filler .0°W;T QY 111737 DX TR 20 200
context 00NN 999 WTOWI 925 MNANTY 1YY D237 M17NT 01°02
29. filler LSNP RY W OPW NMINNNT DR IR
context U971 1352 9907 YN 9902 AN DNnD 70392 DY DYV NN 173707 DT INT
30. filler J2W 92U DR IR 9272 07 177 RE 1027 1R
context CTAYD O D72 22072 DOXOND WY NNXT TTY0NT DN 720 0272100 YW nowy
31. filler JAXYAY 171202 SWRIT QWA AT DA DR 2OTYI00 X020 0N
context U071 13532 9w 72092002 DNOTINT 3 9922 29V NIviT 72977
32. filler JA12 2oMPWR 9 DR RUXITY 2001 XYW DTN

Instructions: identical to Experiments 1 and 2.
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D072) D) ON D22APNA TR ,019127) DMV NNIYD DNDY MIPINNN NMYINI DXDANN D22 I NN
DY)V DTN DX NNINDY NOPYNN T NYDIN .DIWIND DNY NXIPIANNT NIVIIIN NIPNIND N Y
MONMNNY NNDT,0°257) DMPINN D)IN DY MNON 1N DMOPIOPY DXVXIH HYW NMON 1 DIADYN
799 ,(1994) /MY Y2INI DY 1T NN NIY IYPNA NPTIOIND NYNNNND DNX .NNIWHAN MDD NN
,D1PPYNY £°2%) DY NPNONVNN MYV NN ONMD NDIDN DIV ,D225) HYW NPVINDND NIPIN IR
19D MY HI2INI DY OIIT ¥OUNN AN DININD OXIPIN .NPPIANNN MDD NN NN NYNIPY
DN YD )MNNA INY NIMD DN PN IDON DXN)N MNP SNV DY INNMNNA D TANN NN 1D )YOY
DY) DP9N IMNY ,NNY NPIPIANN NPININN T2 297 OPON DY MNWIND NPDYD NPVIND MYIND

DP9 nY2

NN ©MMIAN , 07D DYDY DY NITO TIT 10N NPNINONN DY 1MIAPN DTN NN JMA XNINN IPNNN
NYYIAS MYITN TIN ,DXP>19-5N021 0NN 8-) OXPXI19 DN 8 ,1I1a¥a DM DY) 16 DY DNNMINND
D227 DY OMAP NN NX N2 DMDNN NYIYN TAX DI .OMNTIP DIIPNNND MNYY NPINTIND
DNNYND ,INIT OV TIYSHONI TPN (3) Top (2) ,ipX0259919179 (1) : DINK PANN 7PXINN NN
LT3 MYNWNS MNP IPRY HPIND MIYIN) DY NPIYINR MDY2IN VIVYD YT .7NPH ONNKY
GUND ,D09VN YIIN 1) NV 5D INIARVLNI MIP )N ONPN NP N DIWINNDT DMV P YN
D22 WP DY YOI WP DY ,NIPIANN MININN NNN DY MINPH INIIN DY YN NVIIN
955 DXVAVYN NNNY DY DXV NNNYNI 157NN ,2PVY V1T NPXD NINT DIPII9-INY) DP9 DY)
MyNYNN NO L(P9-5N52/p2719) 2N ND DN DYDY DY DNYIYN NX DNNI IWYX 1D

DI NPXPRIVINM ,(NPPAND DIXINN/INP) MARN NOY (N NARVNI/NNDMN)

190N KD MNSIND ,D¥P>I9 DN PN 1PIN DIDMIAP MIND DN DIPXI9-INY2 DY) XD NNV Tya
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